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Abstract

A common question in statistical modeling is “which out of a continuum of models are likely
to have generated this data?” For the Gaussian class of models, this question can be answered
completely and exactly. This paper derives the exact posterior distribution over the mean and
variance of the generating distribution, i.e. p(m, V|X), as well as the marginals p(m|X) and
p(V|X). It also derives p(X|Gaussian), the probability that the data came from any Gaussian
whatsoever. From this we can get the posterior predictive density p(x|X), which has the most
practical importance. The analysis is done for noninformative priors and for arbitrary conjugate
priors. The presentation borrows from MacKay (1995). The paper concludes with a simulated
classification experiment demonstrating the advantage of the Bayesian method over maximum-
likelihood and unbiased estimation.

1 Introduction

We have observed N independent data points X = [x;..xy] from the same density parameterized
by 6. This situation can be concisely expressed by the factoring

p(x1-xXn,0) = p(x110)..p(xn|0)p(0)

Furthermore, we restrict  to the class of Gaussian densities, i.e. § = (m, V):

(—2(x —m)™V"}(x — m))

p(xim, V) = N (x;m, V) 5

1
= v

For now, we assume the absence of information about m and V other than the data x;..x5. How
can we choose the prior p(m, V) to be noninformative? If we want to be fair to all Gaussians, then
we should at least be fair to all translations and scalings of the measurement space. In other words,
no Gaussian should be favored just because of our choice of origin and measurement units. For the
prior to be invariant to all translations of the measurement space, we must have

pav(, V) = pmyv(h,V)
ifm = m+ta

For the prior to be invariant to all scalings of the measurement space, we must have

pﬁlv(ﬁl, V) = pmv(ﬁ’l, V)
ifm = cm
V = &V

These two conditions are satisfied by ezactly one distribution:

p(m, V) = p(m|V)p(V) (1)
= %in%./\/’(m; my, V/k) IW(V;kVy, k) (see appendix A) (2)
= al2rv| Vvt (3)



where d is the dimensionality of m. The first term is p(m|V) and the second term is p(V). Note
that m is not independent of V under this prior.

Another way to motivate this density is that it is the only density which makes the Fisher information
for the parameters invariant to all possible reparameterizations of the Gaussian (e.g. using W = V=1
instead of V) (Jeffreys, 1961).

Since this density does not integrate to 1, it is improper and the symbol « is used to denote a
normalizing constant which approaches zero. Throughout the paper a will serve to flag densities
which are improper. Note that using an improper density in a calculation does not necessarily mean
that the result will be improper, as we shall see.

Strictly speaking, one should always use the limit formula in the calculations and then take the limit
at the end of the inference process. For example, the integral [ p(m,V) = p(V) can only be done
this way. However, in the interest of clarity, this paper only uses (2) when necessary, preferring (3)
whenever the result is the same.

It is worth repeating that this prior, and the resulting posterior, must change if we have any side
information, such as m > 0 or |V| < m. For example, if we know m > 0 then p(m, V) would be 0
for m < 0 and 1 otherwise.

All of the uses of p(-) which follow have implicit these assumptions. When other assumptions are
considered, they will be made explicit, as in p(-| other assumption).

2 The joint posterior

Given a data set, the most honest inference about (m, V) we can make is to give a probability
density for it. This density is unique, given what we have assumed so far.

Using Bayes’ rule, the data generates a distribution over possible parameters, just as the parameters
generate a distribution over possible data. This reversal is perfectly natural in probability theory,
which has no notion of time or causation anyway. The joint posterior is readily computed to be

p(X|m, V)p(m, V)

p(m, VIX) e @
p(m, V) 1 = Ty7—1
= X 2V GXP(—§ ;(Xi —m) V' (x; —m)) (5)
which can be more conveniently written as
x = %in:xm\r (6)
S = D (x-%)(x-%" =0 xx/)- Nxx" =X(T-11"/N)X" (7)

pm,vix) = PV M-V m - ) ep(- LSV (®)

exp(—
p(X)  |2nv N2 5!

The symbol 1 denotes a column vector of 1’s. The matrix (I—11%/N) above is called the centering
matriz, since it removes the mean from any matrix of data it multiplies. The matrix S is called the
scatter matriz of the data.



In one dimension, this is just

p(m,v[X) =
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Figure 1: Contour and mesh plots of the joint posterior density. The data set of N = 5 points had
Z=0and S = N. The maximum is at (0,5/8). Notice the asymmetry and long tail in v.

Figure 1 plots the contours of this density. The m dimension is symmetric about Z with Gaussian
falloff, but the v dimension is not symmetric, with a maximum at S/(N + 3) and a long tail. The
noninformative prior for v causes the mode for the variance to be smaller than would be found using
the mode of the likelihood (which is S/N). There is a fairly wide region of highly probable parameter
values. Keep this picture in mind whenever someone claims to have “fit a Gaussian” to their data.

The joint posterior density answers the question, “given the data and the noninformative priors, what
might m and V be?” Another question we can ask is “given the data, the noninformative priors,
and assuming a particular value of V, what might m be?” The answer is the density p(m|V,X),

which can be computed as
p(m, V|X)
S P(m, VIX)
The integral is solved in the next section, but as a shortcut, we can observe that the dependence on
m has the form of a Gaussian, ergo:
Nd/2

N m - 2TV-1(m - %)) (11)

p(m|V,X) = N(m;x,V/N) = W exp(— 2 (

All questions about the parameters can be answered by performing integrals over the joint posterior,
as will be demonstrated further in the next two sections.

3 The marginal posterior for the variance

Let us now ask the question “given the data, and the noninformative priors, what might V be?”
This question is different since we are not interested in m, and therefore must integrate it out:

p(VIX) = / p(m, VIX)

The result is not the same as setting m to a particular value, such as %X; the integration accounts
for every possible value of m at once.



3.1 Univariate case

In one dimension, we proceed by factoring the joint density to create a solvable Gaussian integral:

p(oX) = / p(m, v[X) (12)

= s G [, g [Nm =)+ 8) (13)
Lo 1 S, [ VN N,

T p(X) v VN (2m0)V/2 exp(—5-) /m Nor exp(—5-(m — )°) (14)
1 « 1 S

= X v N ) (15)

= SgPRh) 1)

By matching up terms, this gives us a formula for the marginalized likelihood p(X|v). If we used a
uniform prior over v, then this would be proportional to the posterior for v. The maximum of the
marginalized likelihood occurs at S/N, the sample variance of the data.

However, we’ve assumed the absence of side information about v, so to continue with the noninfor-
mative prior we must compute p(X). Since p(v|X) must sum to one over v, we know that

* a 1 S
p(X) :/o o VN 2ro) 2 exp(— ) dv (17)

To solve this, we invoke the formula

[ ot epl-af) do= [ wttexp(-au) du = ifk>0anda>0  (18)
0 0

where I'(k) is the Gamma function, equal to (k — 1)! for natural k& but valid for all real k. Letting
a=.8/2 and k = N/2 gives

al'(N/2) .
p(X) =4 VN(zS)N/? N> (19)
a(x —mg)? 4 ve)~1/? (see appendix B) if N =1

This formula is significant since it is the probability of the data set averaged over all possible
Gaussians, hence can be used to measure the Gaussianity of a data set. For example, if N = 2 then

av2
2

7T(SU1 — ZQ) (20)

p($17$2) =

Note that p(X) is indeed invariant to translation and scaling of X (scaling X by ¢ scales the density
by 1/c¢N which cancels the Jacobian). It is also invariant to all affine transformations X’ = AX (the
proof is left as an exercise).

With a uniform prior (p(m,v) = « instead of p(m,v) = a(27)"v~3/2) we would have obtained

ol ((N —3)/2)

X |uniform prior) =

if N >3 (21)

which is not invariant to scaling of X, i.e. data will be considered more or less Gaussian just from
changing the measurement units.
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Figure 2: The posterior density for the variance parameter is smoother than a slice through the joint
posterior at m = Z. The data set of N =5 points had £ =0 and S = N.

We can plug (19) into (9) to completely specify the joint density for m and v:

1 N\1/2 s g\ W+D/2 1 N |
plm. v]X) = W(@ 2(2_) (g Nm =)' +8]) itN>1

exp(— m;}x ) ifN=1

2mv?

And by substituting (19) into (15) the variance posterior becomes

5 N/2 S
-1 —3/2 if N =1

~ x? S N (24)

N/2

This formula can also be derived by observing that the dependence on v in (15) has the form of
an inverse Chi-square distribution. See appendix A for the definition of this and other standard
distributions used in this paper. The mode of p(v|X) is S/(N + 2).

Had we simply substituted m = Z in the joint density, we would have

B 1 S (N+1)/ S
pvim =z,X) = m (21}) eXP(—%) (25)

See figure 2 for a comparison.



3.2 Multivariate case

In higher dimensions, we proceed as before, factoring the dependence on m out of the joint density:

pVIX) = [ plm VIX)
m

1 o 1

p(X) [V 4+D/2 Nd/2 |97y | N2 o
Nd/2 N

[ g om0V )

m 27'('

1 o 1
p(X) V| @HD/2 Na/2 oy N2 P

1
—n(V
p(X)p( )n(

X|V)

Now we invoke the more general integral formula

[V epaav ) = [ W et (aW)
V>0 W>0

d
= |A[ " OAT] ke +1/2 - 0/2)

i=1

if k> (d—1)/2and |A| >0

to get
1 1
W = [ xp(— 5 tr(SV))
|V| d+1 /2 Nd/2 |2 V|N/2 2
d(d—1)/4 N 1— )
[T, TV +1-)/2) .
p(X) = N/2 |zS|NV/?
N/2
a( 1So 1S‘+\SO|) (see appendix B) if N <d
where 8¢ = (X —mg)(x —mg)T 4V

We can plug (33) into (8) to completely specify the joint density for m and V:

1/2 (N+1)/2
1 SV~ 1 1
p(m, V|X) = Zna [V 7rS 5 exp(—5tr(SV™))
N
exp(fg(mfx)TV*l(mffc)) if N >d
d
where Zyg = wdd-1/4 HF((N +1-14)/2)

i=1

And we can plug (33) into (28) to get an inverse Wishart distribution for the variance:

1 sv-1 N2 1
p(VIX) = exp(—=tr(SV™1)) if N>d
ZNd ‘Vl(d+1)/2 2 2
~ TW(S,N)

(26)

(27)
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Figure 3: The posterior density for the mean parameter, a T distribution, is approximately Gaussian
with mean Z and variance v/N, but smoother. The data set of N = 5 points had Z =0 and S = N.
The curves are indistinguishable for N > 25.

4 The marginal posterior for the mean

Similarly, we can ask the question “given the data, and the noninformative priors, what might m
be?” As before, we must account for every possible value of V. The difference between integrating
out V and fixing it to some value is especially pronounced here, since the resulting density over m
is no longer in the Gaussian family.

Starting in one dimension, we get

pm|X) =

~

/U p(m, v]X)

1 1

1 /OO ! (
d xp(— —
p(X) Jo v (2mu)(N+1)/2 P

1 al((N +1)/2)

p(X) x(N+D/2 [N(m — 2)2 + S](N+1)/2

(N +1)/2)
F&N/Q)
w(m — x)?
T7(z,S/N,N+1)

)"

(see appendix B)

2

+1

[N(m —2)*>+5]) dv

>—(N+1)/2

ifN>1

ifN=1

(40)

(41)

This distribution has mean  and variance mé’ (when N < 2, the variance is infinite). For large

N, it is approximately Gaussian with variance v/N, since S ~ Nwv. See figure 3 for a comparison.



In multiple dimensions, we get

plX) = [ pm Vi) (42)
_ 1 « 1
p(X) Sy VD2 gy (VD2 eXp
1 Oz(27‘(‘)d(d71)/4

d
= oK) A (NTD72 |N(m7i)(m,i)T+S’—(N+1)/2HF((N+271.)/2) )

(—%tr([N(m —x)(m —x)T + S] V) (43)

_11/2 =1
= F(I(‘](\E]—\:v—_:i)c/if;% ‘ Ni (N(m — )’()Tsfl(m — %)+ 1)7(N+1)/2 (45)
~ T(x,S/N,N+1) if N >d o)

If N < d, then the distribution is improper due to our choice of an improper prior. A conjugate
prior (see section 6) can remedy this.

5 The posterior predictive distribution

Finally, we ask the question “given the data, and the noninformative priors, what is the probability
distribution of a new sample?” The answer, p(x|X) is called the posterior predictive distribution,
and plays a major role in Bayesian statistics. Since it averages over all possible parameter settings
for the Gaussian, it provides an optimal way to classify a new point.

To compute the posterior predictive distribution, we consider an augmented data set X’ = {x} UX.
Then

o, x+Nx x-x  _
= N+17N+1er (47)
s = S+N‘]il(xf>2)(xf>z)T (48)
So
p(xX) = p(x,X)/p(X) =p(X')/p(X) (49)
 T((N+1)/2) N \Y?  |xsN/?
TNV I-d/y) <N+ 1> /| (VD72 (50)
B T((N +1)/2) NS-1 Y2 N(x—%)TS 1 (x — %) —(N+1)/2
T NN+ 1=d2) | 7N+ 1) ( N+l “) (51)
~ T(x, %S,N +1)  ifN>d (52)

As N — o0, this density approaches a Gaussian with mean x and variance S/N, as we should expect.
See figure 4 for a comparison.

An alternative to using the exact posterior predictive distribution is to use a Gaussian with some-
what larger variance than S/N. This is perhaps the most principled way to motivate the unbiased
estimator for the variance: S/(N — 1). However, the true variance of the predictive distribution is

%S (when N > d + 1), which may be a better choice.
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Figure 4: The posterior predictive density, a T distribution, is approximately Gaussian with mean &
and variance S/N, but smoother. The data set of N =5 points had Z = 0 and S = N. The curves
are indistinguishable for N > 75.

6 Conjugate priors

A conjugate prioris a prior over the parameters which happens to have the same form as the posterior
over the parameters. In the Gaussian case, this means it has the form of equation 34. This choice
of prior is particularly convenient since it doesn’t change the form of the posterior, as will be now
shown.

The preceding analysis can be repeated for conjugate priors simply by considering an augmented
data set X’ = X UX,, where X has N points with sufficient statistics x and S, and X, has N,
points with sufficient statistics X, and S;,. Then

Nx + N,x
=/ — p>p 53
X o= S (53)
NN, . _ .. _  _
SI = S + Sp + ﬁ;p(x — Xp)(X — Xp)T (54)

Any conjugate prior can be interpreted as the posterior for a virtual data set X,,. Therefore, if we
are given a conjugate prior, we can recover the parameters X,, S, and N, from it, then use the
above formulas to get the desired posterior or predictive distribution based on the real data plus
the virtual data. The noninformative priors we started with can be interpreted as the limit of a
conjugate prior as IV, — 0.

7 Predicting multiple samples

We can use the same data-splitting idea to predict multiple new samples. Consider an augmented
data set X’ = X UY, where X has N points with sufficient statistics X and S and Y has K points.
Then

S = S+(Y-x1hHc(y —x1H)T (55)
C = Ix-11"/(N+K) (56)



SO

p(YX) = p(Y,X)/p(X)
B Hf_lr((N+K+1i)/2)( N )d/"’ xS/
LTV +1-d)/2) \N+EK) g (V2
¢ —i 2 ci—K/2 _ _ _ -
= e el s (Y YT (¥ —5aT)C 4 T
=1
~ T(x1",8,C,N 4+ K)

This formula says that each new sample y; has mean X, as we would expect. However, the samples
are correlated by the matrix C since the true parameters of the Gaussian are unknown. Think of
it this way: once you've seen (K — 1) new samples, your prediction of the Kth sample should be
influenced, since you’ve learned more about the true parameters.

8 Classification example

Now let’s bring this all together. Suppose we want to classify a new data point x into two classes wy
and wy. All of the information that we have about these classes is (1) that their sampling distribution
is Gaussian, (2) their prior probabilities are equal, and (3) some data X; of size Ny from w; and
data X of size Ny from wy. How should we classify x to minimize the probability of error?

First we compute the sample mean and sample scatter of both data sets, giving X1, X2, S1, and Ss.
Now if we were to use the maximum likelihood (ML) approach, then we would assume that

p(x|wi) ~ N (%4, 8/Ni) (61)
and classify x as wq iff p(x|w1) > p(x|ws).

If we were to use the unbiased estimator (UB) approach, then we would do the same thing except
that the variances would be assumed to be S;/(N; — 1).

If we instead use the exact Bayesian (EB) approach developed in this paper, then we compute

N; +1
p(x[X0) ~ T (%, Tfsi,Ni 1) (62)

and classify x as wy iff p(x|X1) > p(x|X2).

Finally, if we use the approximate Bayesian (AB) approach, then we would assume that

(Ni+1)

p(x|wi) ~ N (%, NN —d—1)

Si) (63)

and classify x as wq iff p(x|w1) > p(x|ws).

Let’s test these four approaches as follows. The true mean of w; is 0 and the true mean of ws is 1.
The two variances are independently drawn from a W(I, d) distribution. Let N7, N3, and d vary. For
each choice of these, the training sets X; and Xy are sampled from the class distributions. Then a
coin is flipped 50000 times and each time an x is sampled from one of the two classes and classified.
This gives an estimate of the error rate.

10

(N+K)/2

(57)

(58)

(59)

(60)



The results are reported in terms of the advantage of method Z:

error rate of ML — error rate of Z (64)

advantage of Z =
& error rate of ML — optimal error rate

The optimal error rate is computed empirically as the error rate of using the true class distributions
to classify the testing points. So a technique with an advantage of 0.5 is exceeding ML by half the
distance to the optimum. The plots show the advantage averaged over 20 different choices of the
class-conditional densities, with error bars to show the variation of the advantage about its mean.
Of course, ML always has an advantage of zero so it is not shown on the plots.
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Figure 5: The average advantage over MLL when Ny = Nj.

Figure 5 plots the advantage of each of the three approaches for the case No = N7 as d and N; vary.
We see a clear ordering of EB-AB-UB, with EB having the highest advantage.

Figure 6 plots the advantage of each of the three approaches for the case No = 2N; as d and Ny
vary. Here the difference is even more dramatic. One can roughly conclude from this experiment
that the Bayesian prediction, even with a noninformative prior, is preferable to using the maximum-
likelihood estimate, especially for high dimensionality and small and uneven training sets. It should
be clear from the formulas that there will be negligible difference for large training sets, however the
difference in computation for the techniques is also negligible.
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A Standard densities

These densities and their properties are more fully described in Box and Tiao (1973).

A random vector x of length d is said to be T distributed with parameters m, V, and n if the density
of x is

p(x) ~ T(m,V,n) (65)
F(n/2) - —-1/2 X —m Txr—1 X —m —n/2
T((n—d)/2) |V (( )V )+ 1) (66)
In the univariate case,
p(x) ~ T(m,v,n) (67)
T2 1 [((z—m)? —n/2
= (- 1)/2) Vo < TR 1> (68)

The mean and mode of x is m. The covariance matrix of x is V/(n —d — 2) when n > d 4 2 and
does not exist when n < d+ 2. As n — oo, the density approaches N'(m,V /n).

A random d by k matrix X is said to be T distributed with parameters M, V, C, and n if the
density of X is

p(X) ~ T(M,V,C,n) (69)

= Hf:1f((n+1—z')/2) a/2 Ny ~k/2 _ Tyv—1/vw —n/2
L T(n—kr1—g o 1™V (X = M)TVTHX = M)C + 1| (70)

A random d by d positive definite matrix V is said to be Wishart distributed with parameters C
and n if the density of V is

p(V) ~ W(C.n) (71)
1 ve- |2 1 .
= o ‘V|(d+1)/2 5 exp(fitr(VC ) (72)
d
where Z,q = mdd-1/4 HF((n +1-14)/2)

i=1

In the univariate case, we would say that v is Chi-square distributed or Gamma distributed:

p(v) ~ x*(e,;n) ~T(n/2,2c) (73)
1 v\ /2 v
= T(n/2w (2?) exp(=5,) (74)

For the density to be proper we must have n > d — 1. The mean of V is nC. The mode of V is
(n —d —1)C. In the univariate case, the variance of v is 2nc?.

A random d by d positive definite matrix V is said to be inverse Wishart distributed with parameters
C and n if the density of V is

p(V) ~ IW(C,n) (75)
1 v-ic|"? 1
= o ‘V|(d+1)/2 5 eXp(—Etr(V Q)) (76)
d
where Z,q = z¥d=D/4 H M'((n+1—-1)/2)

=1
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In the univariate case, we would say that v is inverse Chi-square distributed or inverse Gamma
distributed:

p(v) ~ x"*(e,n) ~IG(n/2,2¢) (77)
1 c\"/? c
— - - 78
I'(n/2)v (21}) exp( 21}) (78)
The mean of V is C/(n —d — 1). The mode of V is C/(n 4+ d + 1). In the univariate case, the
2 2
variance of v is m

B Extreme cases

This appendix derives the special cases of the main formulas in the paper where the limit equation (2)
must be used.

In the univariate case when N = 1, the joint density of z, m, and v is

p(a:,m,v) = %ET%)N(Z‘;W,U)N(W;mo,’l}/k)XﬁZ(’U;k’l}o,k) (79)

Integrating out m gives

p(z,v) = ]lli%x 2(U;]€U0,]€)/ N(z;m,v)N(m;mg,v/k) (80)
= %IL%X 2(v; kvo, k)N (2;mo,v/k + v) (81)
kevg \ "2 kv E1/2 k(z —mg)?
= OPT /<:/2 < O> 0)(27r(k—|—1) 17z XP(= 2(1{:4—1;)11 ) (82)
oo\ /2 k(vo + 35 (x — mo)?
- b u%w”(“”%“” () oot R
Integrating out v gives
(k4 1)/2) s v

pla) = i TR U <w—mo> P =

D((k+1)/2) 1o S
=m0 (G ) )
= lim T(mo, (k + oo,k + 1) (86)
= af(z—mo)? +uv) V2 (87)

which was used in (19). Note that this formula is the same as the limit of the predictive density
(51) for & where T = myg, S = voN, and N — 0. It is also the limit of the regular formula for p(X)
where S = vok + kLH(w —mqg)? for k — 0, i.e. the limiting case of a conjugate prior.

In multiple dimensions, we can use this idea to get (33). The equivalent scatter matrix with a
conjugate prior is S + kVg + N+k( —mg)(X — mg)T. Plugging this into the regular formula for
p(X) requires computing

lim S + kSo| JEATI=N (88)
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where
SO = VO + (X — mo)(f( — mO)T (89)
To compute this, let’s define \A|+ to be the pseudo-determinant of square matrix A:
— 1 rows(A)—rank(A)
(AL, = Jim |A + K| /k (90)
which is the product of the nonzero eigenvalues of A (or 1 if they are all zero). Then
llir%|S+kSO|/kd“’N =[Sy 'S, S0l (91)
which gives (33).

Returning to the univariate case, if we instead integrate out v first:

v\ " v, m —mo)? + (x —m)?
p(xz,m) = %%/Um (kQ_UO) %e){p(—k o+ k( 22) + ( ) ) (92)

o 1 1 (ko) #T27 kvo + k(m — mo)? + (z — m)?
- m/v T(k/2)Vkv Tvo (%) exp(— % ) (93)
_ g Lk +2)/2) 1 (kvg) (k+2)/2 o)
T k=0 D(k/2)VE 7o (kvg 4+ k(m —mg)? + (z — m)?)(k+2)/2
_ L((k+2)/2) 1 (m—mg)?  (x—m)2\ "2
I T(k/2)VE o (1 o ko ) (95)
- 71'(a:i[m)2 (96)

which was used in (40).
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