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ROBERT N. NOYCE 
Intel Corporation 

Santa Clara, California 
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Robert N. Noyce is Vice Chairman of the board of directors of Intel Corporation, Santa Clara, California. A 
co-founder of Intel Corporation in 1%8, Dr. Noyce was President until 1975 and chairman of the board from 1975 
to 1979. 

Dr. Noyce is co-inventor of the integrated circuit with Jack Kilby, They have jointly received the Ballantine 
medal of the Franklin Institute, and the Cledo Brunetti Award of the IEEE for this work. With Gordon Moore he 
has received the AFIPS Harry Goode award for leadership in computer science. Dr. Noyce was awarded the 
National Medal of Science and the I.E.E. Faraday Medal in 1979, and the IEEE Medal of Honor in 1978. He is a 
member of the National Academy of Science, the National Academy of Engineering, the American Academy of 
Arts and Sciences, and is a Fellow of the IEEE. 

Jrinnell College (Iowa) in 1949, and a Ph.D. in physical electronics at the Massachusetts Institute ofTechnology 
in 1953. He did research at Philco Corporation until 1956 when he joined Shockley Semiconductor Laboratory, 
Palo Alto, California, shortly after its founding, to work on transistor technology. (The lab was founded by 
William Shockley, co-inventor of the transistor at Bell Telephone Laboratories.) 

In 1957, Dr. Noyce co-founded Fairchild Semiconductor Corporation, Mountain View, California. He was 
research director until early 1959, when he became vice president and general manager. By 1968, the sales for 
Fairchild Semiconductor had risen to over $100 million. 

As research director of Fairchild Semiconductor, Dr. Noyce was responsible for initial development of the 
firm's silicon mesa and planar transistor product lines. Also, his inventions in the integrated circuit field enabled 
Fairchild to produce the first commercial integrated circuit. 

of Fairchild Semiconductor and a member of the Shockley laboratory staff. (Dr. Moore succeeded Dr. Noyce as 
President and then Chairman of Intel.) 

development and used primarily to produce custom circuits. Intel developed the Schottky barrier bipolar and the 
silicon gate metal-oxide-semiconductor technologies which allowed several thousand transistors to be integrated 
on a single chip of silicon with a relatively high production yield. Intel used the silicon gate MOS technology to 
produce the first high density memory components and the first microprocessor. It now produces most of its LSI 
products with advanced versions of this technology. 

Dr. Noyce was born in Iowa in 1927. He received a B.A. degree and membership in Phi Beta Kappa at 

In July, 1968, Dr. Noyce co-founded Intel Corporation with Gordon E. Moore, who had also been a co-founder 

Their goal was to make LSI technology a practical reality. At the time, LSI was still in its early stages of 

Dr. Noyce holds 16 patents for semiconductor devices, methods and structures. 
Intel has grown to approximately 16,000 employees. In 1979 revenues totaled $663 million and net income 

$77.8 million. Intel manufactures and markets large scale integration (LSI) and VLSI semiconductor devices, 
such as microprocessors and memory components, and systems built with LSI devices. 





Impact of VLSI on Communications 

t We are on the eve of major developments in worldwide data communications on all fronts-within the fac- 
tory and office, between buildings and cities, and between countries. Indeed,,we now hear of the “Second In- 
dustrial Revolution,” the ‘Paperless Society,“ the “Information Age,“ and the “Knowledge Revolution“ from 
popular writers or news reports, from conferences of industry and labor leaders, and studies of governments 
and learned societies. All of these global forecasts point to an increased need to communicate and to expand 
those communications facilities to reach a much broader community of users. 

munications. In its first decade, the microprocessor has been designed into more than 100,000 products. The 
development of standard VLSI building blocks has allowed manufacturers to introduce microcomputer-based 
products at an unprecedented rate. The fact that these new systems are becoming increasingly interdependent 
will result in data communications networks (to interconnect those systems) becoming as pervasive as the mi- 
croprocessor is today. It is important, therefore, that the same orientation toward global optimization, which 
resulted in the development of standard microcomputer building blocks, be continued by the semiconductor 
industry, equipment manufacturers, and end users in the defining and implementing of advanced data com- 
munications capabilities. 

The impact that VLSI will have on communications must be viewed in the context of the impact the semi- 
conductor industry has had on computing. Through standard building blocks, manufacturers were able to 
drive costs down, while increasing capabilities, to change the economics of computing from “one for many“ to 
“one for one.” Whereas the large mainframe and expensive system resources imposed a “one for many” envi- 
ronment, and the lower-cost minicomputer a “one for few” relationship, VLSI (microprocessors memories and 
software) is now makng possible the era of the personal work station, a “one for one” relationship. The impact 
of VLSI on communication, then, can be seen as an opportunity to provide cost-effective interconnection of 
those personal work stations and the centralized capabilities supported by minicomputers and mainframes, 
providing uniform access to information, resources, and services. 

The semiconductor industry is, in large part, responsible for the enormous demand for increased data com- 
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Global optimization in communications will lead to interconnection that achieves: 
.4. Location-independent access to 

-in for mat ion 
-resources 
-services 

B. Media-independent access 
-telephone wire 
-coaxial cable (TV cable) 
-fiber optic cable 
-others 

C .  Interoperability-different equipment from different manufacturers communicating with each other. 

A. Timely access to, and distribution of, information, independent of where the user is or the transmis- 

B. Cost-effective sharing of both distributed and centralized resources and services. 
C. Optimized end user solutions that can include equipment from multiple manufacturers. 

cause of the growing demand for data communications, however, the development of capabilities and 
architectures by various manufacturers will oe rapid, running we11 anraa oi m e  dixual ItlS~dlldilUA? of such 
equipment. It is important, therefore, to start now in the definition of standardized interfaces that will lead to 
both location and media-independent access and interoperability. This will also allow standard VLSI communi- 
cations building blocks to be developed, resulting in an impact on communications analogous to the impact 
that microprocessors had on computing-that of driving the economics of communications from “few to one” 
to “any to any.” 

The three companies; Digital Equipment Corporation, Intel Corporation, and Xerox Corporation, have 
made that first step in the area of standardized, high-speed communications within the building: Ethernet. 
Starting with the basic Ethernet technology that had been under development and testing at Xerox since 1975, 
the three companies entered into a cooperative agreement. That agreement involved the development of a 
high-speed, Local Area Network, and publishing the specification to encourage general, widespread imple- 
mentation. The goal of the three companies was to achieve interoperability within a building through a stan- 
dard, high-speed, Local Area Network. 

The benefits of such a solution are: 

sion medium used. 

How will such a solution come about? As with other established markets, it will be an evolving process. Be- 
, 

I 



Intel's contribution to the cooperative effort has been focused in two areas. We currently have an extensive 
family of LSI communications peripherals that support existing protocols, including HDLC/SDLC and 
Sisynch. Using that base of knowledge, we are utilizing our VLSI expertise to develop a high-speed Local Area 

erwork Controller which will support the Ethernet specification, which we expect to sample before the end 
of the year. We have also implemented Ethernet in several systems products, the first of which is a distributed 
microcomputer development system that begins customer shipment this quarter. 

The efforts of the three companies, I believe, reflect the industry "sense"of the problem to be solved and 
the need for cooperation. In many respects, we are sitting in the same position the railroad industry was in 
when they saw the opportunity to provide freight and passenger service throughout the country-the time 
was at hand to agree on the width of the railroad tracks. Ethernet provides that "standard width" for integrated 
solutions within a building. Similar efforts are required to allow the strengths of VLSI solutions to be properly 
focused to provide "cost effective one for one" computing and "any to any" communications, thereby achieving 
the "Wired (World) Community." 

', 



THE IMPACT OF VLSl 
ON COMMUNICATIONS 
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WE ARE ON THE EVE OF 
MAJOR DEVELOPMENTS IN 

WORLDWIDE DATA COMMUNICATIONS 

-Within the Factory and ot(lce 

-Between Buildings and Clties 

--Batween Countries 

-"Papelless Society* 

-Second Industrial Revolution" 

--'Information Age" 

--'The Knowledge Revolution" 

UNPRECEDENTED DEMAND FOR 
COMMUNICATIONS 
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IN ITS FIRST DECADE, THE 
MICROPROCESSOR HAS BEEN DESIGNED 

INTO MORE THAN 100,OOO PRODUCTS 

DATA COMMUNlCATlONS WILL BECOME 
AS PERVASIVE AS MICROPROCESSORS 

ARE TODAY 
0 Orientatbn Toward Global Optlm&tbn 

-Semiconductor Industry 

--Manufactumn 

-End Users 

THE SUCCESS OF THE SEMICONDUCTOR 
INDUSTRY 
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-A Healthy Mix of Competition and Cooperation 



"ALL COMPETITORS WHO BOTH COEXIST AND 
ARE PROFITABLE OVER TIME ARE 

SIGNIFICANTLY DIFFERENT." 

' 

-BRUCE HENDERSON 

0 THE !jEMICONDUCTOR INDUSTRY PLAYERS ARE 
DIFFERENT IN: 

---wv- 
-stmtegkApproi#ctl 

-Management Style 

-Products andlor Markets 

AGAINST THIS BACKDROP OF INTENSE 
COMPETITION, A HISTORY OF COOPERATION 

4 o n r c k u s  arul Deliberate 

AN ORIENTATION TOWARD GLOEAL OPllMIZ4TlON 

CONSCIOUS AND DELIBERATE 
COOPERATION 

c Cmss Licensing and Second Souming 

0 Joint Ventures 

3 Standards for Packages, Functions, etc. 



AGAINST THIS BACKDROP OF INTENSE 
COMPETITION, A HISTORY OF COOPERATION 

AN ORIENTATION TOWIRD GLOBIL OPTlMlUTION 

At& 

SILICON VALEY 
GEOGRAPHIC CLUSTERING 

FAIRCHILD 
INTEL 
INTERSIL 
MMI 
NATIONAL 
SICNETICS 

AGAINST THIS BACKDROP OF INTENSE 
COMPETTTION, A HISTORY OF COOPERATION 

--Conscious and Deliberate 

-Unconscious 

--Market Consolidation-Defacto Standards 

AN ORIENTATION TOWARD CLOEAL OPTlMlZATlON 



MARKET/TECHNOLOGY CONSOLIDATION 
-BIPOLAR TECHNOLOGIES 

rn-eRo*D MSED m 
(TRANSSTOR-TRANSISTOR W l C )  -- LOGIC FAMILY 

ECL-HIGH SPEED 
ioolC FAMILY 

CYL 
(CURRENT-WE LOGIC) 

?L 

ECL 
EMITTER-COUWD LOGIC) 

(CURRENTJNJECIION LOGIC) 

MARKETlTECHNOLOGY CONSOLIDATION 
-16-BIT MICROPROCESSORS 

IMP-16 

TWO OR THREE 
DOMINANT FAMIUES 

SUPPORTED BY 
-HlG)eLEvEL LANGUAGES 

-OPERATING SYSTEMS 

-APPLICATIONS $OFWARE 

Z l ) o  

NSC 16000 

BIT-SLICE SASE0 
DESIGNS 

BENEFITS OF GLOBAL OPTIMIZATION 

= Semiconductor Industry 
-Better Use of Available Resources 
--More Competitivc, on a Broader Front 

= Our Customers 
-Standard Building Bloclu with Wider Application 
-0evebp Better Solutions, Sooner and at Lower Cost 
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IMPACT OF THE SEMICONDUCTOR INDUSTRY 
ON COMPUTING: 

Changing the Econamicr of Computing fmm 
"Om for Many' to "One for One" 

.Irrtel" 

THE MAINFRAME: ONE FOR MANY 

MAIN-@ mcE 
- I 

HICKSPEED 
PRINTER(S) 

FILES 

LOCAL RESOURCES 

THE MINCOMPUTER: ONE FOR FEW 
MINICOMPUTER LOUUREMOTE TERMINALS 

I 

FILES PRINTER 

LOCAL RESOURCES 



! 

I 

THE PERSONALWORKSTATION: ONE FOR ONE 

n ~ o c a l  Resources and Local Computer 
-Fib¶ -Keyboard 
-Mu --Digplay 

THE OPPORTUNITY FOR COMMUNICATIONS 
IS TO PROVIDE COST-EFFECTIVE 

INTERCONNECTION 

"ONE FOR ONE" AND "ONE FOR MANY" 
(Distributed) (Cent raliied) 

0 Information 

0 Resources 

c. Services 

A PREREQUISITE TO MANAGING 
IN FORM AT1 0 N 

IS THE ABILITY TO ACCESS IT 

I INFORMATION I INFORMATION 

Centralized: 
-Information 

INFORMATION 
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LOCATION AND MEDIA INDEPENDENT 
ACCESS TO: 

INTEROPERABILl7Y-ANY TO ANY 
COMMUNICATIONS USING EQUIPMENT FROM 

DIFFERENT MANUFACTURERS 

O ~ A C C O S S ~  

-infomutlon 

-Resources 

--S.rvices 

. 

THE KEY-STANDARDIZED INTERFACES 

-OrientatJon Toward Gbbal Optimization 

-0evebp Standards thal Lead to Location and Media 
I- ag., TmnrwnisSsion Standards for 
Cobr 1.V 

-Standard VLSt Communications Controllers: Driving the 
Economics of Communications from 'Few to Om" to 
-Any to Any" 
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VLSl IMPACT 
ON COMMUWICATIONS 

r 

ETHERNET: A FIRST STEP TOWARD 
STANDARDIZED HIGH-SPEED 

COMMUNICATIONS WITHIN A BUILDING 

DIGITAUINTEUXEROX COOPERATION I 
0 Devebp a High- Local Area Network 

0 Publish tho Spdikation for General Widespread 

GOAL: Interoperability Within a Local Area Network 

-Thorough Correctness Roof 

Implementation 



INTEL CONTRIBUTION 
. I  

--cUmni LSI Communlutkns Poriphorab Support 
Standard Rotocok-HDLCISDLC, BISYNCH, ac 

-Developing s MSI LAN Controller Whkh Supports the 
ETHERNET Spedkatbn 

--~aveiop System  eve^ ~oducts  Utilizing ETHERNET 

SUMMARY 

-The Impact of VLSl on Computing h.r bean SlgnmCant 

-Them will be a Smibr Impact of V U l  on Communiccltbns 

-An Orlentatbn Tormrd Globs1 Optlmizatkn wll k Central 
to Achisving !he 'Wired Communlty" 
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Philip L Arst 
Intel Corporation 

Santa Clara, California 

Philip L. Arst is manager of the Data Communications Product Line at Intel Corporation, Santa Clara, Cali- 
fornia. He is responsible for setting corporate direction for the company’s data communications activities, as 
well as, engineering and marketing responsibilities for a line of data communications systems products. Mr. 
Arst is also responsible for managing Intel’s Ethernet program and has led this program since its inception. 
This responsibility includes work on the Ethernet specification, interfacing to standards bodies and bringing a 
family of products to market. 

Mr. Arst has an extensive background in the data communications field, including work on a series of proj- 
ects which resulted in one of the earliest commercial implementations of a local area network (LAN). 

.4s the data communications product manager in the Data Systems Division of Xerox Corporation, El 
Segundo, California, Mr. Arst developed a front-end communications processor for their mainframe computer 
product line. And, as the data communications product planner at the company’s Integrated Office Systems 
Division, El Segundo, California, he was responsible for the formulation of strategies and products incorporat- 
ing Ethernet and global data communications capabilities for integrated office systems. 

While associated with the Collins Radio Company, Newport Beach, California, Mr. Arst was active in the sys- 

-- 

:m and software designs of early message switching systems. And, this is where he was involved in one of the 
earliest commercial implementations of an LAN, the Collins C-System TDM Loop. 

Chicago. 
Mr. Arst has received a BSEE degree from the US. Naval Academy and an MBA from the University of 



The Changing Economics for Computer and Terminal Interconnection 

The combination of VLSI components and the inherent systems cost reductions provided by the Ethernet 
architecture will materially lower the costs of data interconnection and switching within localized geographic 
areas such as buildings, factories or laboratories. This approach offers such significant advantages over today's 
telecommunications based techniques, that we foresee Local Area Networks being installed in all business 
establishments and the LAN interface component becoming a standard part within personal computers and 
workstations destined for use in the business establishment. 

The VLSI design process is typically a three year program. Current estimates are that VLSI devices for 
Ethernet, the simplest of today's crop of LAN protocols, will be approximately 50% more complex than Intel's 
8086 16-bit microprocessor. Bringing this device to market therefore represents a formidable design and product 
challenge for the semiconductor manufacturer. The stability and simplicity of the Ethernet protocol makes this 
practical. 

Current estimates are that this controller component will implement the full Ethernet protocol (i.e., the entire 
Bluebook) with the exception of the physical link (-transceivers and cabling). In this manner, aot only will 80-100 
ic's and a full circuit board of today's implementation be replaced, but also the user will be freed from any 
programming at the Ethernet data-link level as the component manufacturer will have done it all for hidher. We 
therefore foresee the electronics cost of the Ethernet data-link dropping to a $30440 level by 1985 if LAN 
demand provides for the production volumes we believe they will. 

telecommunications based solutions to local networks (because the local network provides needed high band- 
kridth data services for computer to computer communications which are beyond the capability of the digital 
PABX) it is still useful to examine the relative cost components of each. 

In today's telecommunications based systems, the Electronics Interface is cheap, but modems, dedicated ports 
on PABX equipment (at $500-$1000 per port) and front end or message switching computers are also required to 
transmit, route and distribute data between distributed and centralized data processors and user workstations. 
Rewiring and reconfiguration are also an important portion of today's cost equation as they are often required to 
accommodate change and growth. 

The Ethernet bus architecture eliminates the cost of the switching function provided by the centralized PABX 
unit or the front endmessage switching processor by building a distributed switching capability into the 
controller electronics of each workstation. This is accomplished by interconnecting all processors and work- 
stations on a single shared channel. In this manner, each receives the traffic of all other stations on the net and 
selects only traffic which bears its address. 

An additional unique capability of the Ethernet Architecture is its transceiver design which permits easy 
reconfiguration. This permits it to avoid expensive rewiring and switching equipment reconfiguration when 
needs change or equipment is relocated. However, the transceiver design of Ethernet has its drawbacks as 
these devices are currently expensive (approximately 5300 in small lots). Fortunately, the transceiver is also 
susceptible to considerable cost reduction. The first step will be the integration of its electronics into a single or 
a few chips. But since the major cost of the transceiver is in its mechanical parts (Le., housing, connectors, 
separate circuit board and power supply), a systems approach can be taken to lower this class of costs. 

These systems approaches are typically based upon sharing a single transceiver between many stations. 
Products of this category consist of: - Transceiver multiplexers which permit the sharing of a single transceiver by 4, 8 or more stations (or its 

- RS-232c interfaces for multiple "dumb" terminals which share a single transceiver and set of electronics (such 

- Packaging the transceiver electronics (i.e., chip) within the workstations and bringing a flexible version of the 

__ 

However, the electronics interface is only the tip of the cost iceberg. While it is incorrect to compare today's 

elimination entirely in small systems). 

as the Ungerman-Bass Network Interface Unit). 

Ethernet cable to a tap on the cabinet. By clustering these "cables to the cabinet" terminals and then 
interfacing them to the main Ethernet cable via a simple repeater, significant cost reduction can again be 
achieved. Through utilization of these techniques, we foresee an Ethernet interface consisting of a VLSI 
controller and a separate transceiver selling in volume OEM quantities in the $120-$150 per node range in 
1985 and in the cable to the cabinet configuration of $30-$50 per node. 



, 

A further cost reduction of the Ethernet VLSI component will be obtained by applying its basic CSMNCD 
(Carrier Sense Multiple Access with Collision Detection) technology to other applications. For example, we fore- 
see CSMNCD LANs being built within cabinets of electronics, such as a personal workstation. The CSMNCD 
LAN would interconnect the station processor, its floppy disk, printer and other devices. Intel products will 
support these non-Ethernet applications, thereby further building product volumes and lowering Ethernet costs. 

These cost levels, plus the higher functionality provided by the Ethernet architecture, will, in our opinion, 
make the Ethernet controller the computer terminal interface of the 1980s. 
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"THE CHANGING ECONOMICS FOR 
COMPUTER AND TERMINAL 

INTERCONNECTION" 

Philip L Arst 
Intel Corporation 
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THE DATA COMMUNICATIONS CHALLENGE 

S W L M  
COMPLEXITY 

A Systems Solution 

c 
SOFTWARE 
WMAIN / 

MADWARE 
WMAIN 

MADWARE 
WMAIN 

b 

TIME 

DESIGN TRENDS 
Design 

Date Dsvke PartType Complexlty (bars) 

1978 UART &Zl 2000 IS 
1979 USART 8274 24,000 2 

1979 16-Wl 8086 =,OOo 3 

1981 Ether& - u,m 3 

Device Cycletime 
- -- 

Mkrocomputer 

b l  Network 



VLSl COST REDUCTION 
ETMERNET 
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ETHERNET INTERFACE COST TRENDS 
(Interfacs Ekctronics Plus Transceiver) 
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NETWORK 
TRANSCEIVER 
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CONTROLLER I INTERFACE 

I I I 1 I , I I 
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YEARS n u E  ELECTRONICS 

TELECOMMUNICATIONS-BASED 
WIRING AND SWITCHING (Con't) 

0 Today's Approach 
-Full W e  Service (Blocking) 
--t5oQ to SlooO Per Port 
--High initial Cost 
-Modems Required for Data 

o W a b D a t 8 A w m a c h  
-Full WtxlMedium Speed D.1. (NowWxking) 
-GemrmUy Requires Rewiring 

4.1 Per Port? 
-H@h Ifllthl Cod 
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TELECOMMUNICATIONS-BASED 
WIRING AND SWITCHING 

WORKSTATION m A ? W N S  

TOMORROWS PERSONAL WORKSTATION 

-t, 2 

AH Ekctronic Workstation 0 ShwadResources 
With a High-speed --f i k s  
Ethernet Interface - m a  output 

--o.tr Input 

LOCAL AREA NETWORK-BASED 
WlRlNG AND SWITCHING 

O T E W A V  WRKSTATIONS SHARED HOST 
FILES PROCESSOR 
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ETHERNET APPROACH 

ETHERNET CONFlGURABlLlTY 
I 

ETHERNET INTERFACE 
COST ASSUMPTIONS 
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SYSTEMS CONFlGURATlON AUERNATIVES 

. I I  

SYSTEMS CONFIGURATION AIJERNATlVES 
(Con?) 

CONFIGURATION ALTERNATIVES YIELDS 
COST REDUCTION 

REMOTE 
TERMINAL 
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WITH CSMA/CD 
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CARRIER SENSE MUUIPLE ACCESS 
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INTECS VLSl EFFORT IN LANs 

INTEREQUIPMENT COMMUNICATIONS 
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BIOGRAPHICAL INFORMATION 
1 

C *  GORDON B E L L  

v ice  P r e s i d e n t ,  Eng i - n e e r  i n g  

C. GORDON BELL,  47, is V i c e  P r e s i d e n t ,  E n g i n e e r i n g  f o r  

D i g i t a l  Equipment  Corpora t ion .  

I n  t h i s  p o s i t i o n ,  B e l l  h a s  r e s p o n s i b i l i t y  f o r  t h e  c o m p a n y ' s  

r e sea rch ,  d e s i g n  and d e v e l o p m e n t  a c t i v i t i e s  i n  c o m p u t e r  h a r d w a r e ,  

s o f t w a r e ,  and  s y s t e m s  a n d  is  a member o f  t h e  O p e r a t i o n s  

C o m m i t t e e ,  D i g i t a l ' s  13-member s e 3 i o r  management  t e a m .  

Bel l  j o i n e d  D i g i t a l  i n  1 9 6 0  as  Manager  o f  Computer  D e s i g n ,  a 

p o s i t i o n  h e  h e l d  f o r  s i x  y e a r s .  He t o o k  a l e a v e  o f  a b s e n c e  f r o m  

D i g i t a l  i n  1 9 6 6  t o  j o i n  t h e  f a c u l t y  o f  C a r n e g i e  M e l l o n  U n i v e r s i t y  

i n  P i t t s b u r g h .  H e  r e j o i n e d  t h e  company i n  1 9 7 2  a s  V i c e  P r e s i d e n t  

o f  E n g i n e e r i n g .  

P r i o r  t o  j o i n i n g  D i g i t a l ,  Bell h e l d  s e v e r a l  e n g i n e e r i n g  

p o s i t i o n s  i n c l u d i n g  t h a t  of  r e sea rch  e n g i n e e r  a t  t h e  MIT S p e e c h  

C o m m u n i c a t i o n s  and  E l e c t r o n i c  S y s t e m s  L a b o r a t o r i e s .  

B e l l  e a r n e d  h i s  B.S. and M.S.  degrees  i n  E l e c t r i c a l  

E n g i n e e r i n g  a t  M a s s a c h u s e t t s  I n s t i t u t e  o f  T e c h n o l o g y  i n  195G and 

1 9 5 7  r e s p e c t i v e l y .  

H e  i s  a w i d e l y  p u b l i s h e d  a u t h o r  o n  c o m p u t e r  a r c h i t e c t u r e ,  
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WHY DIGITAL IS COMMITTED 
TO ETHERNET 

FOR THE FIFTH GENERATION 

ABSTRACT 

What the Digital Unibus did for minicomputers, Ethernet will do for the Fifth 

Nearly all recent computers are organized around a singie, high speed bus (Unibus-type 
Generation 

structure) which provides communications among its processors, memory, disks, and inter- 
faces to the external environment This simple structure has been one factor in the rapid 
evolution and proliferation of computers. Unfortunately, a bus for interconnecting computer 
components within a cabinet, is not suitable for interconnecting a network of computers 
within a building. 

levels of the IS0 Open Systems Architecture. It permits the dynamic connection of com- 
puters at a site to form a local-area network (LAY) in an open-ended fashion without the 
need of centralized equipment or planning and control In the Fifth Generation, the network 
becomes the system and Ethernet is a key prerequisite of the generation 

Ethernet will be used initially, in an evolutionary fashion, to interconnect networks of 
today’s computers to each other and to terminals and personal computers. Since Ethernet 
is a factor of 1000 higher speed standard than today’s network links, and easily used to 
form networks, we e.xpect a rapid transition to a tightly integrated network, where the net- 
work is the system. In this generation, separate function computers (eg. personal work- 
station, file server, print server, real time, timeshared) will be tightly integrated, interchang- 
ing many types of messages, such as, files, computed graphics, pictures, and voice. This 
kind of network will permit a radically different use of computers, and only then can we be 
certain that this is the Fifth Computer Generation. 

as a standard We use these networks and will be providing products in the near future. 

Ethernet is a high speed, 10 megabits per second, standard bus providing the first two 

Because Ethernet is so important to the Fifth Generation, Digital is committed to it 
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Ethernet Is The Unibus 
Of The Fifth Generation 

n 
“You have to look at 
Ethernet as a standard.. . Ethernet is one of the keys to the development of 

the Fifth Generation because it provides a standard for 
the interconnection of all sizes and types of computers 
in a passive, local-area network. 

Up until now, interconnection has been a very 
difficult task simply because there has been no standard. 

A standard is a blueprint that shows you how to 
build the components that will go into a system or onto 
a network 
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64 . . . system components are 
connected by a single high- 
speed bus in an open-ended 
fashion." 

Unibus*-type Interconnection 
for Computers 

r I 

15 m b 

"Think of Ethernet as an 
extended bus.. . 99 

Ethernet Interconnection Forms 
The Basis Of Local Area 

Networked Computing 
f n 

If you look at current computer architecture you 
will h d  standards. One such standard is the Digital 
Unibus that d e h e s  the architecture used in the largest 
selling series of minicomputers ever built-the PDP-11 
series. The Unibus standard made it possible for our 
users and a number of different manufacturers to build 
memory boards, communications interfaces, and other 
components that can be plugged directly in a PDP-11 
system in an open-ended fashion 

If you look at the Unibus-type architecture, or any 
competitive implementations of the Unibus idea such as 
Intel's Multibus or Motorola's Versabus. you will find that 
all system components-processors, system memory, ._ 

data storage, and data communications interfaces-are 
connected by a single, high-speed data path or bus. 

This bus enables the computer to move data 
within the system at very high speeds. Unfortunately 
there has been no standard bus to move data between 
systems at the suniiar speeds. Ethernet communications 
won't replace Unibus or any competitive busses but 
Ethernet will solve the local-area networking problem. 

Ethernet is an exTended bus. Up until now busses 
have provided high-speed computer communications 
within a very h t e d  area-a single cabinet or room. 
Ethernet provides an extended bus that will link infor- 
mation processing nodes throughout a building, campus. 
or industrial complex 

The system components don't change. You have the 
same components in an Ethernet as you have in a single 
system. The only difference is that you now have more 
components and they're dispersed over a wider area. 
Where a Unibus system has a single processor, an 
Ethernet can have many 

Where a Unibus system has local data storage, an 
Ethernet wdl support databases distributed throughout 
the network. 

puters, an Ethernet interfaces to other networks through 
gateways. 

Where a Unibus system interfaces to other com- 
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In other words, with Ethernet, the network 
becomes the system. And when this happens, we will 
have a whole new computer generation-The Fifth 

“The network becomes the 
99 system,. , , 

Generation 
We-that is Digital Equipment Corporation-want 

to be a leader in the development of this new generation 
just as we were the leader in interactive computing and 
the development of the minicomputer generation that 
made distributed data processing possible. 

a computer generation. 

there is a convergence of Technology and Need that 
forms a new Structure that is then followed by general 
Use. 

With Ethernet and VLSI-Very Large Scale Inte- 
grated Circuits-we have the technology. That tech- 
nology is needed to build and network an ever-growing 
number of computers, terminals, intelligent workstations, 
and personal computers that are being bought to solve 
many of the productivity problems facing business today. 

There is also a new structure, the local-area net- 
work. Just as minicomputers and distributed processing 
changed the way computers were used in the ~ O S ,  local- 
area networks and personal workstations will change 
the way computers are used in the 80s. 

tion is customer acceptance. Will the new technology 
and the new structure come into general use? In this 
particular case, I am convinced it wilL Just as I’m con- 
vinced that Ethernet is the technology that will make 
this happen 

Ethernet provides the simplicity, speed, and uni- 
versality needed in local-area networking. 

Unlike other local-area networks. Ethernet is open- 
ended It  allows the user to b d d  a local-area network 
from the bottom up without making a large capital in- 
vestment or developing an inflexible long-range plan. 

As I mentioned earlier, Ethernet is a passive com- 
munications medium. An Ethernet is really nothing more 
than a coaxial cable and standard protocols that define 
the way data is transmitted. For e-ample, the Ethernet 
protocol defines packet size. It defines the way packets 
are addressed It’s really very simple. And its been tested 
for 10 years and it works. 

Let me take a minute to define what I mean by 

A new generation of computers comes about when _- 

. 

The final requirement for a new computer genera- 



Ethernet can carry a great deal of information at 
very high speeds. But you don't have to take my word 
for i t  I'd like to read you part of an advertisement 
written by another computer manufacturer who adopted 
the Ethernet standard. 

' 

"Instead of taking.. .44 seconds to transmit 10 
pages of data, the transfer takes place in .042 second. 
In the 4.4 seconds it would take a conventional network 
to send one page of War and Peace + . . you could send 
the entire thousand page novel." 

I t  is not difficult to see the benefits. You can trans- 
mit entire files from a computer to a personal work- 
station almost instantaneously. You can transmit 
photographs, data sheets, engineering drawings, or even 
voice messages. 

The key is universality. Any manufacturer who 
follows the Ethernet standard can build equipment to 
go onto the network 

But it is important that we realize that a network 
is more than just lines and nodes. Higher level protocols 
are needed to support the interconnection of dissimilar 
computers; to implement complex network functions 
such as iile transfers and terminal-to-terminal com- 
munications: and to provide network management 
capabilities. 

These protocols are complex But they are a pre- 
requisite for building a network such as the one that 
serves Central Engineering at Digital One of the rea- 
sons we are committed to Ethernet is that it fits into 
the hmework  defined by Digital Network Architecture. 
We don't have to change the higher level protocols that 
are being used to support tens of thousands of DECnet 
nodes around the world. We can make Ethernet part 
of DECnet We have a fit And we have the range of 
capabilities required to implement complex computer 
networks. 

_- 

protocols are 
99 needed 

Let's look at an example. 

Digital's Engineering Network is made up of over 
200 different systems serving about eight thousand 
terminal users. But interestingly enough. 80010 of the 
traffic on this network is local traffic-only 20% of the 
traffic is between locations. 

I t  provides high speed interconnection among com- 
puters within the same building or complex, and it sim- 
plifies the interconnection of terminals and processors 
to host computers. 

Local-area networking addresses the local problem. 
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Let's look at the computer-to-computer and 
terminal-tocomputer interconnection problem in a little 
detail. 

The problem is a wiring problem. I t  is one thing to 
connect A to B; quite another thing to connect A to B 
through 2. Before you know it you have a very complex 
maze of wires and switches. This is the wireroom in our 
Spitbrook, New Hampshire facility. As you can see, 
interconnecting a large number of devices is-at best- 
a very messy and, I might add. very expensive, business. 
You have fixed wires running all over the place. It's 
difficult to add systems or make changes. 

Ethernet can eliminate this mess and provide 
needed flexibility. Ethernet will let us replace all this 
wiring with a single coaxial cable that will run through- 
out the building. When we want to add a terminal we'll 

"Ethernet can eliminate 
this complexity while 

_- 

just tap into the cable. It won't be necessary to run 
wires back to a central location And we'll be able to add 
terminals to the network without interrupting network 

. providing the flexibility 
needed for future growth!' 

operations. 
But we-like most other large organizations-are 

starting to provide individual users with intelligent 
workstations or personal computers rather than simple 
terminals. A simple terminal is usually a low speed 
device that can operate over telephone-type wiring. 
After all I can only read and write just so fast. I can type 
50 words a minute. I can read about 200 words a minute. 
9,600 bit per second transmission is more than fast 
enough for me as long as I only have a simple terminal 
But when I have an intelligent terminal that can deal 
with information a lot faster than I can  I need to be able 
to communicate at computer speeds. Ethernet provides 
the speed needed to support intelligent user devices. 
The speed needed to transfer entire files or complex 
graphic images in a hct ion of a second I need Ethernet 
communications. 

, '  
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At the same time Ethernet solves the problem of 
interconnecting computer systems. 

This is how the computers at Digital‘s Spitbrook, 
New Hampshire facility are connected today. As you 
can see messages have to be muted through the net- 
work. This creates computer overhead Many systems 
spend much of their time switching and forwarding 
messages. h d  as more and more systems are added to 
the network this overhead just keeps growing and 
growing. 

Fortunately, Ethernet can eliminate the overhead 
problem because it eliminates message switching and 
forwarding. This is how Spitbrook will look when we 
install an Ethernet. 

As you see each system is connected directly to 
the Ethernet There is no message switching. No 
routing. No forwarding. No computer overhead 

Instead of a maze of wires you have a high-speed, 
highcapacity extended bus that serves the entire com- 
plex As you see Ethernet is changing the very defini- 
tion of a system With Ethernet, the network becomes 
the system. 

We have a new technology A pressing user need 
And, a new structure. Three of the four prerequisites 
for a new computer generation The fourth requirement 
is use. There are currently about 100 Ethernets in 
operation. There are going to be thousands. We’ve 
already talked to our customers. We know what they 
want and we know that many of them are going to 
install Ethernets. That’s why I believe that we’re looking 
at a new computer generation 

“This is how our computers 
are connected today” 

“Ethernet eliminates 
message switching7 
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We're going to build that generation That's why 
we joined with Xerox and Intel to develop the Ethernet 
Specikation That specification conforms to both The 
Open Systems Architecture proposed by the Inter- 
national Standards Organization and Digital Network 

"Within the next few months 
we wil l  be introducing our 
first Ethernet products." 

Architecture used in thousands of networks around the 
world. Right now we are implementing Ethernet as a 
part of Digital Network Architecture and within the 
next few months we will be announcing our Ethernet 
program and introducing our first Ethernet products. 

I believe that Ethernet is one of the keys to the 
development of the Fifth Generation just as the Digital 
Unibus was one of the keys to the development of the 
minicomputer generation 
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PERFORMANCE OF A SIMULATED ETHERNET ENVIRONMENT 
W i l l i a m  R .  Hawe, DIGITAL EQUIPMENT CORPORATION 

SLIDE 1 I 

I n  t h i s  s t u d y  we i n v e s t i g a t e  t h e  p e r f o r m a n c e  o f  a 
s i m u l a t e d  E t h e r n e t  e n v i r o n m e n t .  The g o a l  i s  t o  p r e d i c t  
t h e  c a p a c i t y  o f  t h e  c h a n n e l  i n  terms of  t h e  number  o f  

7 a c t i v e  u s e r s  t h a t  i t  c a n  s u p p o r t  s i m u l t a n e o u s l y .  T h i s  
p r o v i d e s  a n  u n d e r s t a n d i n g  of t h e  l o a d i n g  o n e  c o u l d  e x p e c t  
i n  a p a r t i c u l a r  e n v i r o n m e n t .  I t  a l s o  e s t a b l i s h e s  t h e  
c a p a c i t y  i n  t h e  s y s t e m  f o r  f u t u r e  g r o w t h .  

S L I D E  2 

The g o a l s  were t o  e s t a b l i s h  t h e  t r a f f i c  p a t t e r n s  i n  
t h e  e x i s t i n g  s y s t e m  a n d  t o  e s t i m a t e  t h e  excess c a p a c i t y  
t h a t  w o u l d  a l l o w  g r o w t h .  The t r a f f i c  p a t t e r n s  were 
e s t a b l i s h e d  t h r o u g h  m e a s u r e m e n t s  p e r f o r m e d  o n  o p e r a t i o n a l  
s y s t e m s  t h a t  wer e i n t e r c o n n e c t e d  w i t h  c o n v e n t i o n a l  
p o i n t - t o - p o i n t  c o n n e c t i o n s .  We w i s h  t o  see  how h e a v i l y  
l o a d e d  an E t h e r n e t  w o u l d  b e  i f  i n s t a l l e d  a s  a n  
i n t e r c o n n e c t  mecha t? i sm f o r  t h e  h o s t s ,  t e r m i n a l s ,  e t c .  We 
were a l s o  i n t e r e s t e d  in u n d e r s t a n d i n g  t h e  a d d i t i o n a l  
l o a d i n g  t h a t  w o u l d  t a k e  p l a c e  b e c a u s e  o f  new d e v i c e s  a n d  
t h e i r  u s e  ( p r i n t  a n d  f i l e  s e r v e r s ,  e t c . )  a l o n g  w i t h .  
i n c r e a s e d  l o a d  d u e  t o  g r o w t h  i n  t h e  u s e r  p o p u l a t i o n .  

.- 

T h e  b e h a v i o r  o f  u s e r s  d u r i n g  v a r i o u s  p e r i o d s  ( s u c h  
a s  a b u s y  p e r i o d )  were mon i to red .  The r e s u l t a n t  d a t a  was 
t h e n  a n a l y z e d  t o  p r o d u c e  a p r o f i l e  o f  t h e  " t y p i c a l "  
o p e r a t i o n s  a u s e r  p e r f o r m s .  From t h i s ,  a w o r k l o a d  w h i c h  
s p e c i f i e s  t h e  o p e r a t i o n s  p e r f o r m e d  ( a n d  t h e i r  f r e q u e n c y )  
was d e v e l o p e d .  T h i s  i n c l u d e s  i t ems  s u c h  a s  t h e  r a t e s  and  
s i z e s  o f  commands, d a t a ,  e t c .  t h a t  a r e  e x c h a n g e d  b e t w e e n  
t h e  u s e r  and  t h e  s y s t e m .  

To p r e d i c t  t h e  g r o w t h  c a p a b i l i t y  p r e s e n t  i n  t h e  
s y s t e m ,  w e  s i m u l a t e d  t h e  E t h e r n e t  u s i n g  a d i s t r i b u t e d  
a r c h i t e c t u r e  model a n d  t h e  u s e r  w o r k l o a d  a s  t h e  s o u r c e  of  
t r a f f i c .  T h e  n u m b e r  o f  users was t h e n  increased u n t i l  
t h e  i d l e  time on t h e  E t h e r n e t  c h a n n e l  w e n t  t o  ze ro .  

S L I D E  3 

The r e s u l t s  i n d i c a t e  t h a t  t h e  E t h e r n e t  h a s  
s u f f i c i e n t  b a n d w i d t h  t o  s u p p o r t  a l a r g e  number  o f  u s e r s  
o f  t h e  t y p e  c h a r a c t e r i z e d  i n  t h i s  e n v i r o n m e n t .  T h e  
d e l 2 : i s  i n  the E t h e r r ? e t  'Level o f  t h e  a r c h i t e c t u r e  a r e  
s m a l l  c o m p a r e d  t o  o t h e r  d e l a y s  s u c h  a s  d i s k  s e e k s ,  
a p p l i c a t i o n  program e x e c u t i o n ,  e t c .  We a l s o  s ee  t h a t  
t h e r e  a r e  few c o l l i s i o n s ,  e v e n  u n d e r  h e a v y  l o a d .  

1 
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PERFORMANCE OF A SIMULATED ETHERNET E N V I R O N M E N ?  
W i l l i a m  R .  Hawe, D I G I T A L  EQUIPMENT C O R P O R A T I O N  

SLIDE 4 

I n  s y s t e m s  s u c h  a s  b a c k b o n e  n e t w o r k s ,  t h e  d e l a y s  i n  
t r a n s f e r i n g  i n f o r m a t i o n  f r o m  n o d e  t o  n o d e  a r e  u s u a l l y  
d o m i n a t e d  b y  t h e  t r a n s m i s s i o n  a n d  p r o p a g a t i o n  d e l a y s .  
P r o c e s s i n g  t ime p e r  m e s s a g e  a t  t h e  n o d e s  i s  s m a l l  
c o m p a r e d  t o  t h e s e  f a c t o r s .  W i t h  t h e  a d v e n t  o f  l o c a l  a r e a  
n e t w o r k s  we see a d i f f e r e n t  r e l a t i o n s h i p .  L o c a l  a r e a  
n e t w o r k s  a r e  g e n e r a l l y  b u i l t  u s i n g  i n t e r c o n n e c t i o n  
m e c h a n i s m s  t h a t  h a v e  s p e e d s  o f  a r o u n d  1 t o  10  Mbps. T h e y  
a r e  g e n e r a l l y  c o n f i n e d  t o  a l i m i t e d  g e o g r a p h i c  a r e a  s u c h  
a s  few b u i l d i n g s .  T h i s  means  t h a t  now t h e  t r a n s m i s s i o n  
a n d  p r o p a g a t i o n  d e l a y s  a r e  much s m a l l e r  i n  r e l a t i o n  t o  
t h e  d i s k  and  C P U  d e l a y s .  F o r  t h i s  r e a s o n ,  i t  b e c o m e s  
i m p o r t a n t  t o  c o n s i d e r  a l l  l e v e l s  i n  t h e  s y s t e m  when 
e v a l u a t i n g  t h e  p e r f o r m a n c e .  

_- 
S L I D E S  5 , 6 , 7  

There  a r e  t h r e e  p a r t s  t o  t h e  s t u d y .  F i r s t ,  
m e a s u r e m e n t s  were p e r f o r m e d  t o  c h a r a c t e r i z e  t h e  b e h a v i o r  
o f  u s e r s  i n  a p r o g r a m  d e v e l o p m e n t  e n v i r o n m e n t .  From 
t h i s ,  a u s e r  p r o f i l e  ( o r  w o r k l o a d )  was  d e v e l o p e d .  
S e c o n d ,  t h e  u s e r  w o r k l o a d  i s  u s e d  a s  i n p u t  t o  a m o d e l  o f  
t h e  d i s t r i b u t e d  a r c h i t e c t u r e  t h a t  i s  u s e d  i n  t h e  E t h e r n e t  
n e t w o r k .  T h i s  r e s u l t s  i n  a t r a f f i c  l o a d  p l a c e d  on t h e  
E t h e r n e t .  F i n a l l y ,  t h i s  l o a d  s e r v e s  a s  i n p u t  t o  a 
d e t a i l e d  E t h e r n e t  s i m u l a t i o n .  The number o f  u s e r s  u s i n g  
t h e  s y s t e m  i n  t h e  s i m u l a t i o n  i s  t h e n  i n c r e a s e d  t o  o b s e r v e  
t h e  e f f e c t s  o f  i n c r e a s e d  l o a d .  I t  i s  a s s u m e d  t h a t  e n o u g h  
h o s t s ,  t e r m i n a l s ,  e t c .  w i l l  b e  a d d e d  t o  t h e  s y s t e m  t o  
s u p p o r t  t h o s e  a d d i t i o n a l  u s e r s .  

S L I D E  8 

Here we a r e  i n t e r e s t e d  i n  t h e  c a p a c i t y  o f  t h e  
s y s t e m .  T h e r e  a r e  many ways  t h a t  cne c a n  i n v e s t i g a t e  
t h i s  a s p e c t  o f  t h e  p e r f o r m a n c e .  O f t e n  t h e  c a p a c i t y  o f  a 
c h a n n e l  i s  e x p r e s s e d  i n  b i t s  per  s e c o n d  o r  p e r c e n t a g e  o f  
t h e  b a n d w i d t h  u s e d  on  t h e  c h a n n e l .  Metr ics  s u c h  a s  t h i s  
a r e  d i f f i c u l t  t o  i n t e r p r e t  when o n e  i s  i n t e r e s t e d  i n  
e s t i m a t i n g  how many users  t h e  sys t em c a n  s u p p o r t .  

S L I D E  9 

T h e r e f o r e ,  i n  o r d e r  t o  u n d e r s t a n d  t h e  c a p a c i t y  o f  
t h e  s y s t e m  we f o c u s  on t h e  nuinber o f  u s e r s  t h a t  i t  c a n  
s u p p o r t .  T h i s  i s  e s p e c i a l l y  i m p o r t a n t  when o n e  i s  
i n t e r e s t e d  i n  d e t e r m i n i n g  whe the r  o r  n o t  t h e r e  i s  
s u f f i c i e n t  c a p a c i t y  i n  t h e  c h a n n e l  t o  s u p p o r t  t h e  
e x i s t i n g  u s e r  p o p u l a t i o n  a s  w e l l  a s  r e s e r v e  c a p a c i t y  f o r  
f u t u r e  e x p a n s i o n  b o t h  i n  t h e  number o f  u s e r s  and  t h e  
t y p e s  o f  t r a f f i c  t h e y  g e n e r a t e .  
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SLIDE 10 
I 

T h e r e  a r e  two w a y s  i n  w h i c h  t h e  e n v i r o n m e n t  a f f e c t s  
t h e  number  of  u s e r s  t h a t  t h e  s y s t e m  s u p p o r t s .  F i r s t ,  i t  
d i c t a t e s  t h e  h i g h e r  l e v e l  p r o t o c o l s  t o  b e  u s e d  t o  
t r a n s f e r  i n f o r m a t i o n  b e t w e e n  h o s t s ,  t e r m i n a l s ,  e t c .  T h i s  
i n  t u r n  a f f e c t s  t h e  a m o u n t  o f  t r a f f i c  g e n e r a t e d  b y  e a c h  
u s e r .  S e c o n d ,  i t  s p e c i f i e s  t h e  p a c k e t  s i z e  d i s t r i b u t i o n  
a n d  a r r i v a l  r a t e  d i s t r i b u t i o n .  T h e s e  p l a y  a s i g n i f i c a n t  
r o l e  i n  d e t e r m i n i n g  t h e  p e r f o r m a n c e  o f  t h e  E t h e r n e t .  

SLIEE 11  

Here we i n v e s t i g a t e  t h e  p r o g r a m  d e v e l o p m e n t  
e n v i r o n m e n t .  M e a s u r e m e n t s  were p e r f o r m e d  a t  s e v e r a l  
l o c a t i o n s  wh ich  were c o n s i d e r e d  t o  b e  r e p r e s e n t a t i v e  o f  
t h i s  e n v i r o n m e n t .  As a n  e x a m p l e  o f  s u c h  a n  e n v i r o n m e n t  
we c o n s i d e r  a l a r g e  U n i v e r s i t y .  Users i n  t h i s  
e n v i r o n m e n t  p e r f o r m  t h e  o b v i o u s  a c t i v i t i e s  a s s o c i a t e d  
w i t h  t h e  d e v e l o p m e n t  o f  p r o g r a m s .  T h i s  i n c l u d e s  e d i t i n g  
f i l e s ,  a s  wel l  a s  c o m p i l i n g ,  l i n k i n g ,  r u n n i n g  and  
d e b u g g i n g  t h e  p r o g r a m s .  T h e y  a l s o  c o m m u n i c a t e  w i t h  o t h e r  
u s e r s  b y  s e n d i n g  m a i l  a n d  u s i n g  i n t e r a c t i v e  m e s s a g e  
f a c i l i t i e s  s u c h  a s  l t T a l k l l .  T h e y  c o p y ,  d e l e t e ,  p r i n t  a n d  
p e r f o r m  o t h e r  f i l e  m a n i p u l a t i o n  o p e r a t i o n s .  I n  a d d i t i o n  
t o  t h e s e  f u n c t i o n s ,  t h e y  a l s o  o b t a i n  i n f o r m a t i o n  f r o m  t h e  
s y s t e m .  T h i s  i n c l u d e s  h e l p  m e s s a g e s ,  q u e r i e s  a b o u t  
s y s t e m  s t a t u s ,  e t c .  

S L I D E  12 

To c h a r a c t e r i z e  t h e  a c t i v i t i e s  o f  a t y p i c a l  u s e r  
v a r i o u s  p a r t s  o f  t h e  s y s t e m  m u s t  be  m o n i t o r e d .  D a t a  was 
c o l l e c t e d  a t  s e v e r a l  i n s t a l l a t i o n s  r e p r e s e n t i n g  t h i s  
e n v i r o n m e n t .  The  d a t a  was  c o l l e c t e d  a t  v a r i o u s  t imes 
d u r i n g  t h e  d a y  s o  t h a t  b u s y  p e r i o d s  c o u l d  b e  
i n v e s t i g a t e d .  

T h e  a m o u n t  a n d  f r e q u e n c y  o f  i n f o r m a t i o n  t r a n s f e r  
b e t w e e n  t h e  t e r m i n a l  a n d  t h e  h o s t  was  m o n i t o r e d .  I n  
a d d i t i o n ,  t h e  d i s k  1 / 0  t h a t  o c c u r s  a s  a r e s u l t  o f  
o p e r a t i o n s  performed b y  t h e  u s e r  was a l s o  m e a s u r e d .  T h i s  
i n c l u d e s  d i s k  1 / 0  t h a t  i s  f o r  t e m p o r a r y  work f i l e s  s u c h  
a s  t h o s e  g e n e r a t e d  b y  p r o g r a m s  s u c h  a s  l i n k e r s  a n d  
c o m p i l e r s .  N o t e  t h a t  when we e x a m i n e  t h e  i m p a c t  o f  
s e n d i n g  d i s k  1 / 0  o v e r  t h e  E t h e r n e t  t o  a f i l e  s e r v e r  we d o  
n o t  i n c l u d e  t h i s  t y p e  of  t r a f f i c .  T h i s  i s  b e c a u s e  i t  i s  
more e f f i c i e n t  t o  g e n e r a t e  and  m a n i p u l a t e  t h o s e  t e m p o r a r y  
f i l e s  a t  t h e  l o c a t i o n  t h a t  t h e  l i n k e r  or  c o m p i l e r  i s  
r u n n i n g .  H o w e v e r ,  t h e  s o u r c e  a n d  d e s t i n a t i o n  f i l e s  c a n  
c e r t a i n l y  b e  l o c a t e d  o n  a f i l e  s e r v e r .  We a l s o  m o n i t o r e d  
o t h e r  forms of  t r a f f i c  r e s u l t i n g  from u s e r  o p e r a t i o n s .  
These i n c l u d e d  C P U  u s a g e ,  p r i n t i n g ,  n e t w o r k  I/O, e t c .  
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S L I D E  13 
I 

As we m e n t i o n e d ,  t h e  c u r r e n t  e n v i r o n m e n t  u s e s  
c o n v e n t i o n a l  me thods  f o r  i n t e r c o n n e c t i n g  h o s t s ,  t e r m i n a l s  
a n d  o t h e r  d e v i c e s .  T e r m i n a l s  a r e  c o n n e c t e d  d i r e c t l y  t o  
t h e  h o s t s .  T h e  h o s t s  a r e  i n t e r c o n n e c t e d  u s i n g  
p o i n t - t o - p o i n t  c o n n e c t i o n s .  T h e  n e t w o r k  i s  n o t  a l w a y s  
f u l l y  c o n n e c t e d .  H o w e v e r ,  t h e  r o u t i n g  c a p a b i l i t i e s  o f  
t h e  h o s t s  a s s u r e  t h a t  t h e  n e t w o r k  i s  l o g i c a l l y  f u l l y  
c o n n e c t e d .  

S L I D E  1 4  

We c o n s i d e r  t h e  i m p a c t  o f  a n  E t h e r n e t  i n s t a l l a t i o n  
i n  t h i s  e n v i r o n m e n t .  T h e  E t h e r n e t  w i l l  c a r r y  t r a f f i c  
b e t w e e n  t h e  h o s t s  f o r  remote f i l e  a n d  d a t a  a c c e s s ,  remote 

from new d e v i c e s  s u c h  a s  f i l e  s e r v e r s  a n d  p r i n t  s e r v e r s .  
E x i s t i n g  t e r m i n a l s  wh.ich a r e  c o n n e c t e d  d i r e c t l y  t o  t h e  
h o s t s  c a n  access  remote h o s t s ,  s e r v e r s ,  e t c .  b y  g o i n g  
t h r o u g h  t h e i r  h o s t s .  O t h e r  t e r m i n a l s  c a n  a l s o  b e  
c o n n e c t e d  t o  t h e  E t h e r n e t  e i t h e r  d i r e c t l y  ( w i t h  t h e  
a p p r o p r i a t e  i n t e r f a c e )  o r  t h r o u g h  t e r m i n a l  c o n c e n t r a t o r s .  
W i t h  t h i s  a p p r o a c h  t h e y  a r e  n o t  d e p e n d e n t  o n  a n y  o n e  
h o s t ' s  a v a i l a b i l i t y  f o r  access  t o  t h e  n e t w o r k .  P e r s o n a l  
c o m p u t e r  w o r k s t a t i o n s  c a n  a l s o  b e  c o n n e c t e d  d i r e c t l y  t o  
t h e  E t h e r n e t .  T h e i r  t r a f f i c  w i l l  b e  s o m e w h a t  d i f f e r e n t  
t h a n  t h e  t e r m i n a l  t r a f f i c  b e c a u s e  o f  t h e  i n c r e a s e d  
i n t e l l i g e n c e  i n  t h e  w o r k s t a t i o n .  I t  w i l l  a p p e a r  more 
l i k e  t h e  h o s t  t o  h o s t  a n d  h o s t  t o  s e r v e r  t r a f f i c .  
G a t e w a y s ,  r o u t e r s ,  a n d  o t h e r  d e v i c e s  w h i c h  a l l o w  
c o m m u n i c a t i o n  o u t s i d e  o f  t h e  l o c a l  a r e a  n e t w o r k  may a l s o  
b e  c o n n e c t e d  d i r e c t l y  t o  t h e  E t h e r n e t .  O f t e n  h o s t s  
i m p l e m e n t  t h e s e  f u n c t i o n s  i n  a d d i t i o n  t o  t h e i r  n o r m a l  
d u t i e s .  T h e  t r a f f i c  w h i c h  f l o w s  t h r o u g h  t h o s e  d e v i c e s  
c a n  b e  o f  a n y  o f  t h e  t y p e s  a l r e a d y  d e s c r i b e d .  

l o g i n s ,  p r i n t i n g ,  e t c .  I t  w i l l  a l s o  c a r r y  t r a f f i c  t o  a n d  _- 

S L I D E  15 

As t ime p a s s e s  t h e  n e t w o r k  w i l l  e x p a n d  i n  s e v e r a l  
w a y s .  More d e v i z 3 ;  -;ill 5 e  zddec! as t h e  u s e r  p o p u l a t i o n  
i n c r e a s e s .  T h i s  i n c l u d e s  t e r m i n a l s ,  c o n c e n t r a t o r s ,  
h o s t s ,  s e r v e r s ,  e t c .  Hos t s  w i t h o u t  l o c a l  t e r m i n a l s  c o u l d  
b e  a d d e d  a n d  c a l l e d  c o m p u t i n g  s e r v e r s .  T h e  o t h e r  way i n  
w h i c h  t h e  n e t w o r k  w i l l  e x p a n d  i s  i n  t h e  t r a f f i c  p a t t e r n s .  
T h e  a v a i l a b i l i t y  o f  d e v i c e s  s u c h  a s  f i l e  a n d  p r i n t  
s e r v e r s  w i l l  s t i m u l a t e  t h e  g r o w t h  i n  t h e  t r a f f i c  
a s s o c i a t e d  w i t h  t h o s e  d e v i c e s .  F o r  e x a m p l e ,  a s  more 
f i l e s  a r e  moved t o  f i l e  s e r v e r s ,  s o  t h a t  s h a r i n g  i s  
e a s i e r ,  t h e  d e v i c e s  w i l l  be  u s e d  more o f t e n .  
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S L I D E  16 

I We h a v e  d i s c u s s e d  t h e  u s e r s  and  t h e i r  e n v i r o n m e n t .  
Now we d i s c u s s  t h e  d i s t r i b u t e d  a r c h i t e c t u r e .  A 
d i s t r i b u t e d  a r c h i t e c t u r e  i s  n e c e s s a r y  t o  p r o v i d e  a n  
e f f e c t i v e  l o c a l  a r e a  n e t w o r k .  T h e r e  m u s t  b e  f a c i l i t i e s  
f o r  r e l i a b l e ,  c o n t r o l l e d  c o m m u n i c a t i o n s  between use r s  and  
p r o c e s s e s  i n s i d e  a n d  o u t s i d e  t h e  l o c a l  a r e a  n e t w o r k .  
T h i s  means  t h a t  we n e e d  m e c h a n i s m s  f o r  a user  on t h e  
l o c a l  a r e a  n e t w o r k  t o  access  i n f o r m a t i o n  n o t  o n l y  o n  t h e  
l o c a l  n e t w o r k  b u t  a l s o  a t  some l o c a t i o n  t h a t  i s  n o t  
l o c a l .  T h i s  wou ld  b e  a c c o m p l i s h e d  b y  g o i n g  t h r o u g h  a 
g a t e w a y  o r  r o u t e r .  T h e r e f o r e ,  E t h e r n e t  i s  o n l y  a p a r t  o f  
t h e  t o t a l  n e t w o r k  a r c h i t e c t u r e .  I t  r e p r e s e n t s  t h e  l o w e s t  
l a y e r s  and  i s  t h u s  t h e  f o u n d a t i o n  on w h i c h  t h e  l o c a l  . 

n e t w o r k  i s  b u i l t .  

SLIDE 17 

T h e  D i g i t a l  Ne twork  A r c h i t e c t u r e  ( D N A )  i s  a n  e x a m p l e  
o f  a c o m p l e t e  n e t w o r k  a r c h i t e c t u r e .  Here we see  t h e  
r e l a t i o n s h i p  b e t w e e n  D N A  and  t h e  I S 0  l a y e r e d  
a r c h i t e c t u r e .  The  E t h e r n e t  c o m p r i s e s  e s s e n t i a l l y  t h e  
l o w e r  two l e v e l s  f o r  t h e  l o c a l  a r e a  n e t w o r k .  P a r t s  o f  
t h e  s y s t e m  w h i c h  i n t e r f a c e  t o  p u b l i c  d a t a  n e t w o r k s  c o u l d  
use t h e  X.25 s e r v i c e s .  O t h e r  p o i n t - t o - p o i n t  l i n k s  c o u l d  
use  t h e  D D C M P  f a c i l i t i e s .  Above t h e  d a t a  link i s  a 
n e t w o r k  w i d e  r o u t i n g  s e r v i c e .  T h i s  d e l i v e r s  p a c k e t s  t o  
t h e  a p p r o p r i a t e  d e s t i n a t i o n  - e i t h e r  l o c a l l y  o r  r e m o t e l y .  
Above t h a t  i s  an  e n d - t o - e n d  s e r v i c e  w h i c h  p r o v i d e s  f o r  
r e l i a b l e  c o m m u n i c a t i o n s  b e t w e e n  two p r o c e s s e s .  The  
S e s s i o n  l a y e r  c o n t r o l s  t h e  e n d - t o - e n d  s e r v i c e .  Above 
t h a t  we h a v e  t h e  a p p l i c a t i o n s  and  s p e c i a l  p u r p o s e  
p r o t o c o l s .  The  n e t w o r k  management  f a c i l i t y  h a s  a c c e s s  t o  
m o s t  o f  t h e  p r o t o c o l  l e v e l s .  I t  i s  u s e d  t o  m o n i t o r  a s  
w e l l  a s  c o n t r o l  and  c o n f i g u r e  t h e m .  

I t  i s  v e r y  i m p o r t a n t  t h a t  a l l  t h e s e  l a y e r s  i n  t h e  
a r c h i t e c t u r e  b e  c o n s i d e r e d  when e x a m i n i n g  t h e  user  
p e r c e i v e d  p e r f o r m a n c e  o f  t h e  l o c a l  n e t w o r k .  T h i s  i s  
b e c a u s e  e a c h  l a y e r  w i l l  add  some a d d i t i o n a l  l o a d  t o  t h e  
c o m p o n e n t s  o f  t h e  s y s t e m .  Most w i l l  a d d  some amount  o f  
a d d i t i o n a l  t r a f f i c  t o  t h e  E t h e r n e t .  T h e y  w i l l  a l s o  use 
r e s o u r c e s  s u c h  a s  C P U  c y c l e s  a n d  memory s p a c e .  

S L I D E  18 

As we s a i d ,  i n  D N A  t h e  E t h e r n e t  i m p l e m e n t s  t h e  
p h y s i c a l  and  d a t a  l i n k  l a y e r s  o f  t h e  n e t w o r k  a r c h i t e c t u r e  
f o r  t h e  l o c a l  a r e a  n e t w o r k .  I t  o f f e r s  a d a t a g r a m  s e r v i c e  
w i t h  d e l i v e r y  o f  p a c k e t s  on a "bes t  e f f o r t "  b a s i s .  I n  
t h a t  s e n s e  i t  i s  d i f f e r e n t  t h a n  o t h e r  d a t a  l i n k  p r o t o c o l s  
s u c h  a s  D D C M P .  T h e  c h a n n e l  i s ,  i n  g e n e r a l ,  r e l a t i v e l y  
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e r ror  f r e e  s o  t h i s  p r o t o c o l  is  a g o o d  ma tch .  T h e  
E t h e r n e t  u s e s  t h e  C S M A / C D  p r o t o c o l  t o  s h a r e  t h e  10  Mbps 
c h a n n e l .  I t  u s e s  a d i s t r i b u t e d  a l g o r i t h m  c a l l e d  b i n a r y  
e x p o n e n t i a l  b a c k o f f  t o  r e s o l v e  c o n t e n t i o n  f o r  t h e  
c h a n n e l .  T h i s  a l g o r i t h m  i s  e x e c u t e d  i n d e p e n d e n t l y  b y  
e a c h  s t a t i o n  a n d  i s  f a i r  t o  a l l .  The s p e c i f i c a t i o n s  
a l l o w  a maximum o f  1024 s t a t i o n s  o r  " t a p s "  on t h e  
E t h e r n e t  c a b l e .  H o w e v e r ,  a s  we s h a l l  s ee ,  t h e r e  c a n  b e  
more u s e r s  t h a n  t a p s .  T h i s  i s  t r u e  o f  t e r m i n a l  
c o n c e n t r a t o r s  where s e v e r a l  u s e r  t e r m i n a l s  may s h a r e  a 
s i n g l e  t a p .  Hos ts  may a l s o  h a v e  a s i n g l e  t a p  a s  w e l l  a s  
s e v e r a l  u s e r s  o r  p r o c e s s e s  t h a t  a r e  g e n e r a t i n g  E t h e r n e t  
t r a f f i c .  

SLIDE 19 

T h e  D N A  T r a n s p o r t  p r o t o c o l  i m p l e m e n t s  t h e  n e t w o r k  .- 

w i d e  r o u t i n g  l a y e r  o f  t h e  n e t w o r k .  ( T h i s  i n c l u d e s  t h e  
l o c a l  n e t w o r k  a s  wel l  a s  c o m p o n e n t s  t h a t  a r e  n o t  
c o n n e c t e d  l o c a l l y  t o  t h e  E t h e r n e t . )  T h i s  l a y e r  
c o r r e s p o n d s  t o  e s s e n t i a l l y  t h e  IS0 N e t w o r k  l a y e r .  I t  
p r o v i d e s  e n d - t o - e n d  r o u t i n g  o f  d a t a g r a m s  a n d  r o u t e s  
p a c k e t s  t o  a d e s t i n a t i o n  e v e n  i f  t h e  n o d e  i s  n o t  o n  t h e  
E t h e r n e t .  To d o  t h i s ,  i t  s u p p o r t s  a n e t w o r k  w i d e  n o d e  
a d d r e s s  s p a c e .  A n o d e ' s  a d d r e s s  c a n  b e  t h e  same  a s  i t s  
E t h e r n e t  a d d r e s s  i f  i t  i s  on  t h e  E t h e r n e t .  H o w e v e r ,  a l l  
n o d e s  a r e  n o t  n e c e s s a r i l y  c o n n e c t e d  t o  an E t h e r n e t .  
T h e r e f o r e ,  we n e e d  t h i s  a d d r e s s  s p a c e .  T h i s  l a y e r  a l s o  
p r e v e n t s  c o n g e s t i o n  w i t h i n  t h e  ne twork  and  p r o v i d e s  
d y n a m i c  r o u t i n g  t o  b y p a s s  s e c t i o n s  o f  t h e  n e t w o r k  t h a t  
may h a v e  f a i l e d  f o r  o n e  r e a s o n  o r  a n o t h e r .  
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I n  o r d e r  t o  p r o v i d e  e f f e c t i v e ,  e r r o r  f r e e ,  a n d  
r e l i a b l e  p r o c e s s - t o - p r o c e s s  c o m m u n i c a t i o n  a n  e n d - t o - e n d  
s e r v i c e  i s  r e q u i r e d .  T h i s  i s  i m p l e m e n t e d  b y  DNA's 
N e t w o r k  Services Protocol (NSP) .  NSP u s e s  a v i r t u a l  
c i r c u i t  t o  p r o v i d e  t h e s e  f e a t u r e s .  T h i s  a s s u r e s  t h a t  
p a c k e t s  a r e  d e l i v e r e d  t o  t h e  u s e r  i n  t h e  o r d e r  t h e y  were 
s e n t .  NSP m a k e s  s u r e  t h a t  none a r e  l o s t  i n  t h e  n e t w o r k .  
T h i s  i s  d o n e  b y  r e t r a n s m i t t i n g  l o s t  p a c k e t s .  T h e  t i m e r s  
u s e d  t o  d e c i d e  when t o  r e t r a n s m i t  a p a c k e t  a r e  s e l f  
a d j u s t i n g .  T h i s  means t h a t  t h e y  a d j u s t  t o  t h e  d e l a y s  i n  
t h e  c h a n n e l .  T h i s  h a s  t h e  a d v a n t a g e  o f  l i m i t i n g  t h e  
a m o u n t  o f  u n n e c e s s a r y  r e t r a n s m i s s i o n s  t h u s  r e d u c i n g  t h e  
l o a d  on t h e  c h a n n e l .  T h e  p r o t o c o l  a l s o  p r o v i d e s  v a r i o u s  
f l o w  c o n t r o l  o p t i o n s .  T h i s  a l l o w s  t h e  c h a r a c t e r i s t i c s  o f  
t h e  c i r c u i t  t o  b e  t a i l o r e d  t o  t h e  a p p l i c a t i o n .  F o r  
i n s t a n c e ,  some a p p l i c a t i o n s  may r e q u i r e  t i g h t  c o n t r o l  on 
t h e  r a t e s  a t  w h i c h  i n f o r m a t i o n  i s  e x c h a n g e d .  T h e s e  d a t a  
r a t e s  i m p a c t  t h e  a m o u n t  o f  r e s o u r c e s  ( b u f f e r s ,  e t c . )  t h a t  
m u s t  b e  d e v o t e d  t o  t h e  c i r c u i t .  F l o w  c o n t r o l  i s  
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e s p e c i a l l y  i m p o r t a n t  when t h e  r e c e i v e r  i s  s l o w e r  t h a n  t h e  
s e n d e r .  An e x a m p l e  i s  h o s t  t o  t e r m i n a l  o u t p u t  where t h e  
h o s t  c a n  u s u a l l y  o u t p u t  d a t a  a t  a r a t e  much f a s t e r  t h a n  
t h e  t e r m i n a l  ( o r  u s e r )  a r e  c a p a b l e  ( o r  w i l l i n g )  o f  
a c c e p t i n g .  

The D N A  S e s s i o n  C o n t r o l  l a y e r  i s  u s e d  t o  c o n t r o l  t h e  
v i r t u a l  c i r c u i t  s e r v i c e  t h a t  NSP i m p l e m e n t s .  I t  a l l o w s  
u se r s  t o  s e t  u p  and  t e r m i n a t e  c i r c u i t s .  I t  v a l i d a t e s  
i n c o m i n g  c o n n e c t  r e q u e s t s  and  a c t i v a t e s  t h e  a p p r o p r i a t e  
p r o c e s s e s  f o r  t h o s e  t h a t  a r e  v a l i d .  I t  m a n a g e s  t h e  
i n t e r f a c e  b e t w e e n  t h e  u s e r  a p p l i c a t i o n s  and  t h e  c i r c u i t .  
I t  a l s o  p r o v i d e s  name t o  a d d r e s s  m a p p i n g .  F o r  e x a m p l e ,  
if t h e  user r e q u e s t s  t h a t  a c i r c u i t  be  e s t a b l i s e d  t o  a 
n o d e  h a v i n g  a p a r t i c u l a r  name,  t h i s  l a y e r  d e t e r m i n e s  t h e  
a d d r e s s  o f  t h a t  n o d e  s o  t h a t  t h e  c o n n e c t  r e q u e s t  p a c k e t  
c a n  be s e n t  t o  t h e  p r o p e r  d e s t i n a t i o n .  

Above t h e  S e s s i o n  C o n t r o l  l a y e r  a r e  t h e  a p p l i c a t i o n s  
p r o t o c o l s .  T h e  D N A  D a t a  A c c e s s  P r o t o c o l  ( D A P )  i s  o n e  
s u c h  p r o t o c o l .  I t  p r o v i d e s  r e m o t e  f i l e  a c c e s s  s e r v i c e s .  
T h i s  means  t h a t  t h e  user c a n  use t h i s  f a c i l i t y  t o  a c c e s s  
f i l e s  a s  i f  t h e y  were s t o r e d  l o c a l l y  on h i s  s y s t e m .  The 
o p e r a t i o n  o f  t h e  n e t w o r k  i s  c o m p l e t e l y  t r a n s p a r e n t .  
A n o t h e r  e x a m p l e  o f  an a p p l i c a t i o n  p r o t o c o l  i s  a v i r t u a l  
t e r m i n a l  p r o t c o l .  T h i s  a l l o w s  t h e  user  t o  c o n n e c t  t o  
r e m o t e  h o s t s  t h r o u g h  t h e  n e t w o r k .  The  u s e r  t h e n  a p p e a r s  
t o  b e  c o n n e c t e d  l o c a l l y  t o  t h a t  r e m o t e  s y s t e m .  

The n e t w o r k  management  p a r t  o f  t h e  a r c h i t e c t u r e  i s  
u s e d  t o  m o n i t o r  and  c o n t r o l  t h e  v a r i o u s  p r o t o c o l  l a y e r s .  
I t  c a n  b e  u s e d  b y  t h e  n e t w o r k  manage r  t o  m o n i t o r  t h e  
t r a f f i c  i n  t h e  n e t w o r k  and  t h u s  i s  u s e f u l  f o r  c a p a c i t y  
p l a n n i n g .  I t  i s  a l s o  u s e d  t o  t u n e  t h e  n e t w o r k  f o r  b e t t e r  
p e r f o r m a n c e .  
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We u s e  t h e  user  w o r k l o a d  a s  a n  i n p u t  t o  t h e  
d i s t r i b u t e d  a r c h i t e c t u r e  m o d e l .  The o u t p u t  o f  t h i s  i s  a 
l o a d  on t h e  E t h e r n e t .  T h i s  c o n s i s t s  o f  t h e  user 
i n f o r m a t i o n  b e i n g  t r a n s f e r e d  b e t w e e n  p o i n t s  on t h e  
n e t w o r k  a s  wel l  a s  v a r i o u s  c o n t r o l  and  d a t a  p a c k e t s  
a s s o c i a t e d  w i t h  t h e  p r o t o c o l  l a y e r s  i n  t h e  d i s t r i b u t e d  
a r c h i t e c t u r e .  T h e  E t h e r n e t  s i m u l a t i o n  s i m u l a t e s  t h e  
t r a n s m i s s i o n  o f  t h e s e  p a c k e t s .  
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To u n d e r s t a n d  t h e  b e h a v i o r  o f  t h e  c h a n n e l  t h e r e  a r e  
s e v e r a l  metr ics  o n e  c a n  e x a m i n e .  The d e l a y  e x p e r i e n c e d  
i n  t r a n s f e r i n g  a p a c k e t  b e t w e e n  s t a t i o n s  i s  o f  o b v i o u s  
i n t e r e s t .  T h e  number o f  r e t r i e s  n e c e s s a r y  t o  a c c o m p l i s h  
t h a t  t r a n s f e r  i s  a l s o  i m p o r t a n t .  Re t r ies  o c c u r  w h e n e v e r  
t h e r e  i s  a c o l l i s i o n  b e t w e e n  two  o r  more  p a c k e t s .  The 
s p e c i f i c a t i o n s  i n d i c a t e  t h a t  a f t e r  15 r e t r i e s  ( i e :  1 6  
a t t e m p t s )  t h e  p a c k e t  w i l l  be  a b o r t e d .  A t  t h a t  p o i n t ,  t h e  
h i g h e r  l a y e r  p r o t o c o l s  m u s t  r e t r a n s m i t  t h a t  p a c k e t .  I n  
t h i s  c a s e  i t  i s  NSP t h a t  w i l l  d o  t h e  r e t r a n s m i s s i o n .  The 
number o f  r e t r i e s  t h e n  g i v e s  u s  a n  i n d i c a t i o n  o f  how t h e  
c h a n n e l  is  b e h a v i n g .  

SLIDE 25 
_- 

The v a l u e s  o f  t h e  p e r f o r m a n c e  me t r i c s  s u c h  a s  d e l a y ,  
r e t r i e s ,  e t c .  a r e  d e t e r m i n e d  b y  v a r i a b l e s  t h a t  come f r o m  
two g e n e r a l  s o u r c e s .  T h e  f i r s t  a r e  t h o s e  a s s o c i a t e d  w i t h  
t h e  E t h e r n e t  i t s e l f .  T h e s e  a r e  t h e  t r a n s m i s s i o n  s p e e d  
a n d  t h e  p r o p a g a t i o n  d e l a y .  Here t h e  t r a n s m i s s i o n  s p e e d  
i s  10  Mbps. The p r o p a g a t i o n  d e l a y  d e p e n d s  on t h e  s i z e  o f  
t h e  n e t w o r k .  There  i s  a maximum s i z e  t h a t  t h e  n e t w o r k  
c a n  h a v e  and  t h e r e f o r e  t h e  w o r s t  c a s e  p r o p a g a t i o n  d e l a y  
i s  b o u n d e d .  A t r a n s m i t t e r  m u s t  c o n t i n u e  t o  t r a n s m i t  a 
p a c k e t  l o n g  e n o u g h  s o  t h a t  i t  c a n  p r o p a g a t e  t o  t h e  
f a r t h e s t  p a r t s  o f  t h e  n e t w o r k .  T h i s  way a l l  s t a t i o n s  c a n  
d e t e c t  t h a t  a p a c k e t  i s  b e i n g  t r a n s m i t t e d .  However ,  
a n o t h e r  s t a t i o n  may h a v e  s t a r t e d  t o  t r a n s m i t  a p a c k e t  
b e f o r e  t h e  s i g n a l  f r o m  t h e  f i r s t  o n e  r eached  i t .  In t h a t  
c a s e  t h e r e  i s  a c o l l i s i o n .  The c o l l i s i o n  m u s t  p r o p a g a t e  
b a c k  t o  t h e  sender  w h i l e  i t  i s  s t i l l  t r a n s m i t t i n g .  T h i s  
way i t  w i l l  know t h a t  i t s  p a c k e t  h a s  been c o r r u p t e d .  The  
s e n d e r  m u s t  t h e r e f o r e  t r a n s m i t  a p a c k e t  l o n g  e n o u g h  s o  
t h a t  i t  c a n  p r o p a g a t e  t o  t h e  end  o f  t h e  n e t w o r k  and  a n y  
c o l l i s i o n  c a n  p r o p a g a t e  b a c k .  T h i s  t ime  i s  c a l l e d  ' ? t h e  
s l o t  time'! and  i t  i s  a b o u t  t h e  r o u n d  t r i p  
p r o p a g a t i o n  d e l a y  f o r  t h e  l a r g e s t  n e t w o r k .  ( T h e  s l o t  
t i m e  i s  5 1 . 2  m i c r o s e c o n d s  i n  t h e  E t h e r n e t  s p e c i f i c a t i o n . )  

T h e  o t h e r  f a c t o r  w h i c h  d e t e r m i n e s  t h e  p e r f o r m a n c e  i s  
t h e  w o r k l o a d .  T h i s  i s  t h e  c o m b i n a t i o n  o f  t h e  user  
w o r k l o a d  and  t h e  t r a f f i c  f r o m  t h e  d i s t r i b u t e d  
a r c h i t e c t u r e .  T h e  p a c k e t  s i z e s  and  t h e  r a t e s  a t  w h i c h  
t h e y  a r r i v e  f o r  t r a n s m i s s i o n  o v e r  t h e  E t h e r n e t  c o m b i n e  t o  
p r e s e n t  an g i v e n  ! ! o f f e r e d  l o a d "  t o  t h e  E t h e r n e t .  

S L I D E  26 

Here w e  s e e  t h e  mean w a i t i n g  t ime on t h e  E t h e r n e t  a s  
a f u n c t i o n  o f  t h e  number o f  u se r s .  T h e  w a i t i n g  t ime is  
t h e  t ime  from when a p a c k e t  f i r s t  becomes r e a d y  f o r  
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t r a n s m i s s i o n  u n t i l  i t s  s t a r t s  a s u c c e s s f u l  t r a n s m i s s i o n .  
I t  i n c l u d e s  a n y  t ime u s e d  i n  d e f e r e n c e  o r  c o l l i s i o n s .  We , 
show t h r e e  c u r v e s  based  o n  t h r e e  l e v e l s  o f  remote f i l e  
t r a f f i c .  Notice t h a t  f o r  up  t o  a r o u n d  2000 users w i t h  
t h i s  w o r k l o a d ,  t h e  a v e r a g e  w a i t i n g  t ime i s  s m a l l  when 
c o m p a r e d  t o  t y p i c a l  d e l a y s  a t  d i s k s  or i n  e x e c u t i n g  
a p p l i c a t i o n  p r o g r a m s  o r  i n  p r o c e s s i n g  p r o t o c o l  m e s s a g e s .  

I t  i s  i m p o r t a n t  t o  remember t h a t  t h e  t t u s e r s t l  i n  
t h e s e  c u r v e s  a r e  a c t i v e  users .  T h i s  means  t h e y  a r e  
l o g g e d  i n  and  a c t i v e l y  w o r k i n g .  G e n e r a l l y ,  t h e  number o f  
u se r s  t h a t  a r e  a c t u a l l y  u s i n g  a system a t  a n y  g i v e n  t ime 
i s  o n l y  a f r a c t i o n  o f  t h e  t o t a l  user p o p u l a t i o n .  T h i s  i s  
t r u e  n o t  o n l y  f o r  t h i s  p r o g r a m  d e v e l o p m e n t  e n v i r o n m e n t  
b u t  f o r  o t h e r  e n v i r o n m e n t s  a s  w e l l .  F o r  e x a m p l e ,  
c a p a c i t y  p l a n n i n g  o f  t e l e p h o n e  s y s t e m s  uses  k n o w l e d g e  o f  
t h e  r e l a t i o n s h i p  b e t w e e n  t h e  number o f  a c t i v e  u s e r s  and  _- 
t h e  t o t a l  user p o p u l a t i o n .  

A l s o  n o t e  t h a t  t h e  system c a n  s u p p o r t  more  t h a n  1 0 2 4  
u se r s .  As m e n t i o n e d  p r e v i o u s l y ,  t h e  E t h e r n e t  
s p e c i f i c a t i o n s  i n d i c a t e  t h a t  a maximum o f  1 0 2 4  t a p s  may 
b e  c o n n e c t e d  t o  t h e  c a b l e .  However ,  we h a v e  n o t e d  t h a t  
t a p s  c a n  b e  s h a r e d  by  s e v e r a l  u se r s .  

S L I D E  27 

T h e  n u m b e r  o f  r e t r i e s  a p a c k e t  e x p e r i e n c e s  i s  
a n o t h e r  i n d i c a t o r  o f  t h e  c h a n n e l  p e r f o r m a n c e .  A r e t r y  
o c c u r s  w h e n e v e r  a p a c k e t  h a s  been i n v o l v e d  i n  a 
c o l l i s i o n .  Here we see t h e  mean number  o f  r e t r i e s  
p l o t t e d  versus t h e  number o f  a c t i v e  u s e r s  f o r  t h e  t h r e e  
l e v e l s  o f  r e m o t e  f i l e  t r a f f i c .  Note t h a t  f o r  l a r g e  
n u m b e r s  o f  u s e r s  t h e  a v e r a g e  number o f  r e t r i e s  i s  s t i l l  
c l o s e  t o  z e r o .  

S L I D E  28 

A t  some p o i n t  w h e n  t h e  number  o f  a c t i v e  u se r s  i s  
i n c r e a s e d  t o  a l a r g e  e n o u g h  n u m b e r ,  t h e  i d l e  t ime i n  t h e  
c h a n n e l  w i l l  go t o  z e r o .  T h i s  h a p p e n s  when t h e  r e s o u r c e s  
a r e  a l l  u s e d  i n  s u c c e s s f u l l y  t r a n s m i t t i n g  p a c k e t s  and  i n  
o v e r h e a d  ( s u c h  a s  c o l l i s i o n s ) .  Here t h i s  i s  p l o t t e d  f o r  
t h e  t h r e e  l e v e l s  o f  r e m o t e  f i l e  t r a f f i c .  G e n e r a l l y ,  o n e  
c h o o s e s  an  o p e r a t i n g  p o i n t  a t  a p o i n t  t h a t  a l l o w s  
f l u c t u a t i o n  i n  a p p l i e d  l o a d  a s  wel l  a d d i t i o n a l  g r o w t h .  
We see  t h a t  t h e  E t h e r n e t  h a s  a m p l e  room f o r  g r o w t h  a t  
t h i s  p a r t i c u l a r  i n s t a l l a t i o n  b a s e d  on i t s  o p e r a t i n g  
p o i n t .  I n  o t h e r  s t u d i e s ,  s u c h  a s  t h e  measu remen t s  of  t h e  
P A R C  E t h e r n e t s ,  i t  h a s  a l s o  been  o b s e r v e d  t h a t  t h e  
l o a d i n g  on t h e  E t h e r n e t  i n  t h i s  and  o t h e r  e n v i r o n m e n t s  i s  
low. 

9 



NOTES 

25-  

-27 - 



PERFORMANCE OF A SIMULATED ETHERNET E N V I R O N M E N T  
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I t  i s  i m p o r t a n t  t h a t  o n e  k e e p  t h e  E t h e r n e t  
p e r f o r m a n c e  d a t a  i n  t h e  p r o p e r  p e r s p e c t i v e .  C o n s i d e r  a 
s i m p l e  e x a m p l e  o f  a f i l e  t r a n s f e r  f r o m  a f i l e  s e r v e r  o v e r  
t h e  E t h e r n e t  t o  a h o s t  o r  w o r k s t a t i o n .  The " t r a n s m i s s i o n  
componen t t1  i n c l u d e s  t h e  a c t u a l  t r a n s m i s s i o n  t ime o f  a l l  
t h e  p a c k e t s  i n  a d d i t i o n  t o  t h e  w a i t i n g  t ime f o r  e a c h  
p a c k e t .  T h e r e  w i l l  b e  d a t a  a n d  c o n t r o l  p a c k e t s  f r o m  t h e  
v a r i o u s  d i s t r i b u t e d  a r c h i t e c t u r e  l a y e r s .  The  " C P U  
component l l  i n c l u d e s  t h e  p r o c e s s i n g  t ime f o r  e a c h  p a c k e t  
a s  wel l  a s  a n y  a p p l i c a t i o n  o v e r h e a d  s u c h  a s  t h a t  d u e  t o  
t h e  f i l e  s y s t e m  and  a p p l i c a t i o n  p r o t o c o l .  T h i s  a l s o  
i n c l u d e s  q u e u e i n g  f o r  t h e  CPU t h a t  w i l l  o c c u r  b e c a u s e  
t h e r e  a r e  m u l t i p l e  p r o c e s s e s  s h a r i n g  t h a t  r e s o u r c e .  T h e  
s l o w e r  t h e  C P U ,  t h e  l a r g e r  t h i s  c o m p o n e n t  w i l l  b e .  The  

a d d i t i o n  t o  t h e  r o t a t i o n a l  l a t e n c y  and  t r a n s f e r  t imes f o r  
t h e  d a t a .  I t  a l s o  i n c l u d e s  q u e u e i n g  f o r  t h e  d i s k  t h a t  
o c c u r s  b e c a u s e  i t  i s  s h a r e d .  Compar ing  t h e  CPU a n d  d i s k  
c o m p o n e n t s  t o  t h e  t r a n s m i s s i o n  c o m p o n e n t ,  i t  i s  n o t  
uncommon t o  o b s e r v e  t h a t  t h e  r a t i o  c a n  e a s i l y  b e  4 t o  1 
o r  e v e n  20 t o  1 o r  h i g h e r  - e v e n  when t h e  E t h e r n e t  i s  
h e a v i l y  l o a d e d  w h i c h  makes  t h e  w a i t i n g  t ime l o n g e r .  

" d i s k  componen t f1  i n c l u d e s  t h e  d i s k  seek d e l a y s  i n  .- 

O t h e r  s c e n a r i o s  s u c h  a s  t e r m i n a l  1/0 h a v e  s i m i l a r  
r e l a t i o n s h i p s .  The re  t h e  d i s k  c o m p o n e n t  may o r  may n o t  
b e  a s  l a r g e .  T h i s  d e p e n d s  on  how much d i s k  t r a f f i c  t h e  
user  g e n e r a t e s .  L i n k i n g  and  c o m p i l i n g  p r o g r a m s ,  f o r ,  
e x a m p l e ,  c a n  g e n e r a t e  l a r g e  a m o u n t s  o f  d i s k  t r a f f i c .  The  
a p p l i c a t i o n  p r o g r a m  o v e r h e a d  i n  t h e  CPU c o m p o n e n t  c a n  
a l s o  b e  l a r g e .  

SLIDE 30 

To s u m m a r i z e ,  we h a v e  seen t h a t  t h e  E the rne t  i s  
c a p a b l e  o f  s u p p o r t i n g  a l a r g e  n u m b e r  o f  u s e r s  o f  t h e  t y p e  
c h a r a c t e r i z e d  i n  t h i s  e n v i r o n m e n t .  We h a v e  a l s o  seen 
t h a t  t h e  d e l a y s  a s s o c i a t e d  w i t h  t h e  E t h e r n e t  a r e  
t y p i c a l l y  s m a l l  when compared  a g a i n s t  d e l a y s  o t h e r  p a r t s  
o f  t h e  s y s t e m .  We a l s o  n o t e  t h a t  few c o l l i s i o n s  a r e  
expe r i enced .  T h e r e f o r e ,  t h e  E t h e r n e t  seems w e l l  s u i t e d  
f o r  t h i s  e n v i r o n m e n t .  I t  h a s  a m p l e  c a p a c i t y  and  p e r f o r m s  
w e l l .  
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PREDICTED CAPACITY OF ETBEP.NET IN A UNIVERSITY ENViRONMENT 

Uadhav n a r a t h e  a n d  B i l l  Have 

D i g i t a l  Equ ipmen t  C o r p o r a t i o n  
S y s t e m s  P e r f o m a n c e  A n a l y s i s  

1925  Andover  S t r e e t  
T e v k s b u r y ,  HA 81876 

ABSTRACT 

L o c a l  a r e a  n e t w o r k s  a r e  becoming 
i n c r e a s i n g l y  p o p u l a r  as mechar,isms f o r  
i n t e r c o n n e c t i n g  a b r o a d  v a r i e t y  o f  
d e v i c e s  v i t h i n  a n o d e r a t e  g e o g r a p h i c a l  
a r e a .  The E t h e r n e t .  is o n e  of  t h e  m a j o r  
a c c e s s  m e t h o d s  c u r r e n t l y  b e i n g  used  f o r  
t h i s  p u r p o s e .  T e r m i n a l s ,  h o s t s ,  p e r s o n a l  
c o m p u t e r  w o r k s t a t i o n s ,  g a t e w a y s ,  and 
v a r i o u s  t y p e s  o f  s e r v e r s  h a v e  a l l  found  
t h e i r  way o n t o  t h e  E t h e r .  The n imber  o f  
d e v i c e s  t h a t  o n e  may a t t a c h  t o  t h e  
c h a n n e l  i s  l i a i t e d  by s e v e r a l  factors. 
F i n i t e  b a n d w i d t h ,  1 i n i : a t i o n s  or‘ t h e  
c o n t e n t i o n  r e s o l  u t i o f i  a l g c r f t h r n ,  
p h y s i c a l  c o n s t r a i n t s ,  e t c .  a l l  impose 
c e r t a i n  l i m i t s .  The number o f  u s e r s  t h a t  
may u s e  t h o s e  s t a t i o n s  or ‘ t a p s ‘  f o r  
c o m m u n i c a t i o n  is a l s o  l i m i t e d  by these 
and  o t h e r  f a c t o r s  s u c h  a s  t h e  l a y e r e d  
p r o t o c o l  a r c h i t e c t u r e ,  t h e  p h y s i c a l  
s y s t e m  a r c h i t o c t u r e ,  t h e  user  w o r k l o a d ,  
e t c .  Here  we e x a m i n e  t h e  l i m i t s  imposed 
on t h e  number o f  u s e r s  due  t o  t h e  f i n i t e  
b a n d w i d t h  o f  t h e  c h a n n e l .  T h i s  s t u d y  is 
p e r f o r m e d  f o r  u s e r s  i n  a t i m e - s h a r i n g  
env  i ronmen t. Measur e m e n t s  were per fo r s e d  
t o  e s t i m a t e  t h e  c h a r a c t e r i s t i c s  of t h a t  
e n v i r o n m e n t  a t  a l a r g e  U n i v e r s i t y  
c u r r e n t l y  u s i n g  c o n v e n t i o n a l  d i r e c t  
c o n n e c t i o n s  b e t w e e n  h o s t s  and  t e r m i n a l s .  
We w i s h  t o  e s t i m a t e  t h e  l i m i t a t i o n s  on  
t h e  number o f  u s e r s  when t h e  s y s t e m  u s e s  
an  E t h e r n e t  f o r  t h e  i n t e r c o n n e c t i o n  o f  
h o s t s ,  t e r m i n a l s ,  e t c .  The 
c h a r a c t e r i s t i c s  o f  t h e  u s e r  e n v i r o n m e n t  
were  c o u p l e d  w i t h  a d i s t r i b u t e d  
a r c h i t e c t u r e  model  and  used  a s  i n p u t  t o  
an E t h e r n e t  s i m u l a t i o n .  h e  r e s u l t s  o f  
t h e  s i m u l a t i o n  g i v e  an  u p p e r  bound on  
t h e  number o f  u s e r s  wh ich  c a n  be  
s u p p o r t e d  i n  t h i s  e n v i r o n m e n t .  T h i s  o f  
c o u r s e  a s s u m e s  t h a t  t h e r e  a r e  a 
s u f f i c i e n t  number o f  h o s t s ,  e t c .  so t h a t  
t n o s e  r e s o u r c e s  a r e  n o t  a b o t t l e n e c k .  

Xavwords 6 P h r a s e s  

E:herne t ,  E t h e r n e t  p e r f o r m a n c e ,  f l t h e r n e t  
s i m u l a t i o n ,  h i g h e r  l e v e l  p r o t o c o l s ,  
1 a y e  z ed a r c h  i t e e  t u r  , u s e r  l e v e l  
wo rk: o a d s  , t imc-sha r  i n g  , i n t e r a c t i v e  
? r  o g r  am dev  e l  o p n e n t  . 

E t h e r n e t  is a t r a d e m a r k  of t h e  X e r o x  
C o r p o r a  t i  on .  

OVERVIEW 

i s c a l  Area  Ne tworks  

L o c a l  Aroa  N e t v o r k  i n t e r c o n n e c t i o n  
s c h e m e s  s u c h  a s  t h e  E t h e r n e t  p r o v i d e  t h e  
t h e  f ramework  i n  which  o n e  c a n  c o . ? s t r u c t  
s y s t e m s  which  p r o v i d e  s h a r i n g  o f  -- . 

r e s o u r c e s  i n  a n  e f f e c t i v e  manner .  Two 
a s p e c t s  o f  t h e  E t h e r n e t  v h i c h  h e l p  
a c h i e v e  t h i s  g o a l  a r e  i ts s p e e 9  and t h e  
f u l l y - c o n n e c t e d  n a t u r e  0: i t s  
c o n f i g u r a t i o n s .  

To d a t e ,  no one  h a s  come up wi:b a 
s t a n d a r d  d e f i n i t i o n  o f  l o c a l  a r e a  
n e t w o r k s .  However,  mos: L o c a l  Area  
Ne tworks  d o  e x b i b i t  some g e n e r a :  
c h a r a c t e r i s t i c s .  G e n e r a l l y ,  t h e y  s p n  
a r e a s  o f  up  t o  a few s q u a r e  k i lcmezers .  
They a r e  o f t e n  c o n t a i n e d  c o m p l e t e l y  i n  
One o r  a s m a l l  number o f  b u i l d i n g s .  
They u s u a l l y  h a v e  d a t a  r a t e s  i n  t h e  
r a n g e  o f  1 t o  l a  m e g a S i t s / s e c o n d .  m e  
g r o u p  o r  0 r g a n i t a : i o n  a l a o s t  a l w a y s  has 
c o m c l e t e  c o n t r o l  me: t h e  o p e r a t i o n  o f  
t h e  n e t w o r k .  S i n c e  u s e r s  a r e  g e n e r a l l y  
from one  o r g a n i z a t i o n ,  t h e r e  is a s::3?? 
d e s i r e  t o  a c c e s s  s h a r e d  d e v i c e s  suc5 a s  
p r i n t  s e r v e r s ,  f i l e  s e r v e r s ,  g a t e w a y s ,  
h o s t s ,  d a t a b a s e s ,  e t c .  As a r e s u l t ,  
f u l l  p h y s i c a l  c o n n e c t i v i t y  i s  d e s i r a b l e .  
B e c a u s e  of. t h e  t e c h n o i o g y  employed  and 
t h e  r e s t r i c t e d  s i r e  o f  t h e .  n e t w o r k ,  o n e  
o b s e r v e s  l o v e r  b i t  e r r o r  r a t e s  c s n p d r e d  
t o  c o n v e n t i s n a l  l o n g - h a u l  n e t w o r k s .  

S c c a u s e  o f  t h e  L o c a l  Area  N e t w o r k ’ s  
s p e e d  i t  u s u a l l y  g e t s  u sed  f o r  n o t  o n l y  
t h e  t r a d i t i o n a l  n e t w o r k  c o m m u n i c a t i o n  
b u t  a l s o  f o r  h a n d l i n g  I / O  : r a f f i c  f o r  

p e r s o n a l  c o m p u t e r  w o r k s t a t i o n s  o f  t h e  
f u t u r e  v i l l  i n t r o d u c e  a n e w  c l a s s  o f  
t r a f f i c  on t h e  n e t v o r k .  However,  i n  t h e  
n e a r  f u t u r e ,  t h e  t r a f f i c  on t h e  loca: 
a r e a  n e t w o r k  wil: c o n s i s t  c f  
h o s t / t e m ! n a l  t r a f f i c ,  h o s t  t o  h o s t  f i l e  
t r a n s f e r s ,  m a i l ,  e t e . ,  s p e c i a i i z e d  
d o v i c e  t r a f f i c  ( p r i n t  s e r v e r s ,  e t c . ]  a n 3  
g a t e v a y  t r a f f i c .  We maee u s e  o.f t h i s  
f a c t  in m o d e l l i n g  t h e  w0rk;oad or. :hese 
n e t w o r k s .  More i n f o r m a t i o n  on Lctr: 
A r  e a  Network t echno :  oq y and 
architectures can be f o u n d  in (CgTT9CI 

s h a r e d  d i s k s ,  p r i n t e r s ,  e t c .  T!? e 

f i  [rHE33fl]. 

1 
( T h i s  paper w i  I 1  be presented a t  t h e  SOUTHCc”/82 conference.) 
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PREDICTED CAPACITY OF ETHERNET I N  A UNIVERSITY ENVIRONMENT 

E t h e r n e t  

I n  t h i s  p a p e r  w e  a r e  c o n c e r n e d  w i t h  a 
L o c a l  Area N e t w o r k  b u i l t  u s i n g  a n  
E t h e r n e t  ( D I G I 8 0 1 ,  [nETC751. E t h e r n e t  
u s e s  a b r o a d c a s t  mechanism ( c o a x i a l  
c a b l e )  and  a d i s t r i b u t e d  access 
p r .ocedure  t o  a l l o w  for s h a r i n g  of t h e  
c k a n n e l .  The p r o c e d u r e  i s  c a l l e d  
C a r r i e r  S e n s e ,  M u l t i p l e  A c c e s s  w i t h  
C o l l i s i o n  Detcctian (CSMA/CD). Nodes  o n  
t h e  E t h e r n e t  can sense on-go ing  
t r a n s m i s s i o n s  a n d  d e f e r  t h e i r s  u n t i l  t h e  
c h a n n e l  is i d l e .  They  a l s o  h a v e  t h e  
a b i l i t y  t o  m o n i t o r  t h e  c h a n n e l  w h i l e  
t r a n s m i t t i n g  t o  d e t e r m i n e  i f  a n y  o t h e r  
s t a t i o n s  a r e  a l s o  a t t e m p t i n g  t o  
t r a n s m i t  . Ccce an  i d l e  c h a n n e l  is 
sense:! a s t a t i o n  n a y  t r a n s m i t .  B e c a u s e  
o f  t h e  p r o p a g a t i o n  d e l a y  on  t h e  w i re ,  
two o r  more s t a t i o n s  may se r , s e  a n  i d l e  
c h a n n e l  and a t t e m p t  t o  t r a n s m i  t 
s 1 n u l : a n e o u s l y .  T h i s  r e s u l t s  i n  a 
c o l l i s i o n .  I n  o r d e r  t h a t  a l l  s t a t i o n s  
( i n c l u d i n g  t h e  o n e  t r a n s m i t z i n g  t h e  
p a c k e t )  c a n  ' h e a r '  t h e  c a l l i s i o n  i t  is 
r e q u i r e d  t h a t  a ? l  p a c k e t s  b e  g r e a t e r  
t h a n  a c e r t a i n  minimum s i z e .  T h a t  s i z e  
is  d e t e r m i n e d  by a p a r a m e t e r  c a l l e d  t h e  
' s l o :  t ime".  The s l o t  t ime is s l i g h t l y  
g r e a t e r  t h a n  t h e  round  t r i p  p r o p a g a t i o n  
d e l a y .  Any s t a t i o n  i n v o l v e d  i n  a 
c o l l i s i o n  D u s t  s t o p  s e n d i n g  t h e  p a c k e t  
and r e s c h e d u l e  t h e  t r a n s m i s s i o n .  The 
a l q o r i t h m  used  t o  d e t e r m i n e  when t h e  
n e x t  a t t e m p t  s h o u l d  be made is c a l l e d  
t h e  t r u n c a t e d  b i n a r y  e x p o n e n t i  a 1  backo  f f  
a l g o r i  t h a .  B a s i c a l l y ,  e v e r y  time a 
s t a t i s n  is i n v o l v e d  i n  a c o l l i s i o n  i t  
b a c k s  o f f  ( i e :  w a i t s )  a random amount o f  
time whose mean is d o u b l e d  e v e r y  time i t  
e x p e r i e n c e s  a c o l l i s i o n .  The b a c k o f f  
t ime is r e s e t  a f t e r  a s u c c e s s f u l  
t r a n s m i s s i o n .  T h i s  a l g o r f  thm h a s  t h e  
a d v a n t a g e  o f  b e i n g  f a i r  t o  a l l  n o d e s  on  
t h e  E t h e r n e t  s i n c e  i t  is e x e c u t e d  by 
a ? ? .  E t h e r n e t  p e r f o r m a n c e  is f a i r l y  
r o o u s t .  I t  d e g r a d e s  s l o w l y  and r e c o v e r s  
w e l l  f r s m  momentary  o v e r l o a d s  [ M A R A 9 0 ] ,  
[ s ~ c c a a l .  

The d a y  t o  d a y  o p e r a t i o n a l  p e r f o r a a n c e  
O f  a 3 n b p s  E t h e r n e t  is r e F o r t e d  i n  
Is~ec3al. I t  is i n t e r e s t i n s  t o  n o t e  
t h a t  t h e  u t i l i z a t i o n  o f  t h e  i h a n n e l  
q u i t e  l o w .  Less t h a n  B.c13% o f  
p a c k e t s  t r a n s m i t t e d  were i n v o l v e d  
c o l l i s i o n s  w h i l e  9 9 %  a c q u i r e d  
c h a n n e l  w i t h  no l a t e n c y .  

was 
t h e  

i n  
the 

One of t h e  ma in  r e a s o n s  f o r  E t h e r n e t ' s  
p o p u l a r i t y  is b e c a u s e  i t  uses a p a s s i v e  
b r o a d c a s t  medium. T h i s  r e s u l t s  i n  v e r y  
r e l i a b l e  o p e r a t i o n .  E t h e r n e t  i n t e r f a c e s  
c a n  be b u i l t  u s i n g  VLSI t e c h n o l o g y  and  
t h u s  made f a i r  1 y i n e x  p e n s  i v e  . 
Mu1 t i - v e n d o r  e n v i r o n m e n t s  c a n  b e  
i n p l e m e n t e d  by  a d h e r i n g  t o  i n t e r f a c e  
s p e c i f i c a t i o n s  a t  a n y  o f  s e v e r a l  l e v e l s .  
For i n s t a n c e ,  o n e  may c h o s e  t 3  p r o v i d e  
c o m p a t i b i l i t y  a t  t h e  wire t a p ,  t h e  
t r a n s c e i v e r  c a b l e ,  t h e  p o r t ,  h i g h e r  - -  
l e v e l  p r o t o c o l s ,  e t c .  S e c a u s e  o f  t h e  
h e t e r o g e n e o u s  e n v i o r n m e n t s  i n  wh ich  
E t h e r n e t s  a r e  used  o n e  c a n  e x p e c t  ts s e e  
a g r e a t  v a r i e t y  o f  t r a f f i c  
d i s t r i b u t i o n s .  I n  t h i s  p a ? e r  w e  s:r;dy 
t h e  t r a f f i c  g e n e r a t e d  i n  a U n i v e r s t r y  
e n v i r o n m e n t  and p r e d i c t  t h e  p e r f 9 r z a n c e  
o f  t h e  E t n e r n e t  when used  t o  s a t i s f y  t h e  
n e e d s  o f  t h a t  e n v i o r m e n t .  

Me t h o  do l o a x  

T h i s  s t u d y  d e a l s  w i t h  t h e  b e h a v i o r  o f  
E t h e r n e t  i n  t h e  i n t e r a c t i v e  t i m e - s h c z i n g  
and  program d e v e l o p n e r i r  e n v i r o n m e n t s .  
T h e r e  a r e  many i n s t a l l a t i o n s  which  f a ? ?  
i n  t h i s  c a t e g o r y .  Our a n a l y s i s  i s  b a s e d  
on  t h e  m e a s u r e m e n t s  a t  o n e  s u c h  
i n s t a l l a t i o n  - a l a r g e  Univers i :y  w i t h  a 
number o f  l a r g e  hosts p r e s e n t l y  
c o n n e c t e d  t o  e a c h  o t h e r  by c o n v e n t i o n a l  
d i r e c t  c o n n e c t i o n s .  We a s k e d  t h e  
ques:ion: 'what  w i l l  t h e  t r a f f i c  or, t h e  
E t h e r n e t  a t  t h i s  U n i v e r s i t y  l o o k  l i k e  i f  
an  E t h e r n e t  was i n s t a l l e d  t o d a y ? " .  We 
h y p o t h e s i z e d  t h a t  f o r  t h e  n e a r  f u t d r e ,  
t h e  u n i v e r s i t y  w i l l  s t i l l  h a v e  t h e  d m b  
t e r m i n a l s  ( a s y n c h r o n o u s ,  c h a r a c t o r  node!  
t h a t  a r e  b e i n g  used  t o d a y  and  t h a t  t h e s e  
w i l l  b e  c o n n e c t e d  t h r o u g h  t e r m i n a l  
c o n c e n t r a t o r s  t o  t h e  E t h e r n e t .  O t h e r s  
w i l l  sti:l h a v e  d i r e c t  c o n n e c t i o n s  t3 
h o s t s  s i n c e  i t  is n o t  l i k e l y  t h a :  
e x i s t i n g  h a r d w a r e  w i l l  be  th rown  a v a y .  
However,  t h e  u s e r s  o f  t h o s e  t c r m i n a i s  
s t i l l  w i l l  g e n e r a t e  E t h e r n e t  t r a f f i c  i n  
t r a n s f e r i n g  f i L e s ,  s e n d i n g  m a i l ,  e::. 
The h o s t s  w i l l  c o n t i n u e  t o  h a v e  l o c a ?  
s e c o n d a r y  s t o r a g e  which  w i ? l  be  used far 
u s e r  f i l e s  and t e m p o r a r y  w o r k f i l e s .  We 
assumed some l e v e l  o f  f i l e  t r a n s f e r s  a??  
m a i l  m e s s a g e s  b e t w e e n  h o s t s .  S i n c e  we 
c o u l d  n o t  e x t r a p o l a t e  t h e  c u r r e n t  
t r a f f i c  o f  t h i s  t y p e  i n t o  t h e  saperior 
s h a r i n g  e n v i r o n m e n t  o f  t h e  E t h e r n e c , ,  w e  
a s sumed  : h r e t  somewhat a r S i t r a r y  1 e v e ; s  
fo r  t r a f f i c  of  t h i s  type .  
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Our p r i n c i p a l  o b j e c t i v e  i s  t o  p r e d i c t  
t h e  maximum number of users Supported 
when t h e  l i m i t i n g  resource is t h e  
E t h e r n e t .  In  o t h e r  words, we wish t o  
e s t i m a t e  t h e  number of  users  t h a t  can  be 
suppor t ed  on t h e  E t h e r n e t  when a l l  o t h e r  
r e s o u r c e s  such  a s  t e r m i n a l s ,  p r o c e s s o r s  
and secondary  s t o r a g e  a r e  a v a i l a b l e  i n  
s u f f i c i e n t  q u a n t i t i e s  so a s  n o t  t o  be  
b o t t l e n e c k s .  There a r e  two ways i n  
vtrich t h e  environment  a f f e c t s  t h e  number 
of  users Supported.  F i r s t ,  i t  d i c t a t e s  
t h e  h i g h e r  l e v e l  p r o t o c o l s  t o  be used 
while e x e c u t i n g  t h e  commands g i v e n  by 
t h e  user.  T h i s  i n  t u r n  a f f e c t s  t h e  
mount of t r a f f i c  g e n e r a t e d  by a user. 
Second, i t  s p e c i f i e s  t h e  packe t  s i z e  
d i s t r i b u t i o n  which has  a s i g n i f i c a n t  
r o l e  i n  de t e rmin ing  t h e  performance of  
E the rne t .  

In  e s t i m a t i n g  t h e  E t h e r n e t  t r a f f i c  w e  
assumed t h a t  t y p i c a l  l a y e r e d  network 
p r o t o c o l s  would be used. We coupled t h e  
use r  l e v e l  workload with t h i s  model of 
t h e  d i s t r i b u t e d  a r h i  tecture  t o  e s t i m a t e  
t h e  average  number o f  p a c k e t s  p e r  a c t i v e  
user per second.  The packe t  l e v e l  
E t h e r n e t  s i m u l a t i o n  is t hen  executed  
whi le  i n c r e a s i n g  t h e  number o f  users  
u n t i l  t h e  i d l e  t ime goes t o  zero .  S ince  
t h e  e x i s t e n c e  of E t h e r n e t  w i l l  cause  
more s h a r i n g  and t h u s  more h o s t  t o  h o s t  
f i l e  and mai l  t r a f f i c ,  t h i s  w r k l o a d  
a l o n e  is n o t  s u f f i c i e n t  t o  p r e d i c t  t h e  
t o t a l  E t h e r n e t  l oad .  W e  t h e r e f o r e  s t u d y  
t h e  network behavior  w i t h  t h r e e  l e v e l s  
( l o w ,  medium and h igh)  of h o s t  t o  h o s t  
f i l e  and mai: t r a f f i c .  

Note t h a t  i n  e s t i m a t i n g  t h e  number of  
users a system w i l l  s u p p o r t  one m u s t  
a l s o  examine t h e  user pe rce ived  response  
time and de te rmine  i f  i t  meets t h e  
r equ i r emen t s  f o r  t h e  a p p l i c a t i o n s ,  
envi ronment ,  e tc .  O t h e r  b o t t l e n e c k s  
such a s  d i s k  d e l a y s ,  h o s t  p rocess ing  of 
p r  o t oco l  mas sag s , app l  i c a t  i on program 
c o n t e n t i o n  f o r  memory and CPus may p l a y  
a l a r g e r  r o l e  t h a n  t h e  E t h e r n e t  i n  
de te rmining  t h e  user perce ived  d e l a y .  
Those o t h e r  p o s s i b l e  b o t t l e n e c k s  may 
l i m i t  t h e  n m b e r  of users a b l e  t o  be 

pr ed i c  t ed  here , supported t o  a mmallcr number than 

per f  ormance Met r ics 

As mentioned above,  h e r e  w e  c o n c e n t r a t e  
on t h e  performance a t  t h e  E the rne t  
l e v e l  .. The d e l a y  through t h e  E t h e r n e t  
and t h e  throughput  a s  f u n c t i o n s  of  
o f f e r e d  load a r e  two impor tan t  
pe r fo raance  metrics. The d e l a y  is o f t e n  
smal l  compared t o  t h e  d e l a y s  i n  t h e  
b i g  h e r  l e v e l s .  The main parameter  -- - 

c o n t r o l l i n g  E t h e r n e t  performance is t h e  
r a t i o  of t h e  one way p ropaga t ion  d e l a y  
( i e :  h a l f  t h e  s l o t  t ime) .  t o  t h e  average  
packe t  t r a n s m i s s i o n  time. Th i s  is 
c a l l e d  .alpha’. The performance 
improves a s  t h i s  r a t i o  is made s m a l l e r  
[ H A R M 0 1  , [ s~ocaa l  . T h i s  is because  
packe t s  a r e  exposed t o  c o l l i s i o n s  o n l y  
du r ing  t h e  f i r s t  s l o t  t ime of t h e i r  
t r ansmiss ion .  Once a packe t  has  been on 
t h e  wire f o r  t h a t  l e n g t h  o f  time i t  
should n o t  e x p e r i e n c e  a c o l l i s i u n .  
Under heavy load  t h e  t h r o u g h t p u t  w i l l  be 
b e t t e r  i f  a lpha  is s m a l l e r  ( s H o C 8 a l .  

The number of  c o l l i - s i o n s  a packe t  
experiences  i n  a t t e m p t s  t o  t r ansmi t  i s  
ano the r  i n t e r e s t i n g  metric.  Each 
c o l l i s i o n  c a u s e s  t h e  backoff  range  t o  be 
doubled.  One would hope t h a t ,  on t h e  
ave rage ,  a packe t  does  n o t  e r p e r i e n c e  
many c o l l i s i o n s .  Measurements [SHOCB0l 
and s i m u l a t i o n s  [HA;Ls80] have shown t h a t  
t h e r e  a r e  few c o l l i s i o n s  i n  t y p i c a l  
sys tems.  

One could  d e v i s e  o t h e r  m e t r i c s  r e l a t i n g  
to  t h e  h i g h e r  l e v e l  p r o t o c o l s  s u c h  a s  
number of p a c k e t s  t r a n s m i t t e d  f o r  each 
user message,  e t c .  However, h e r e  w e  
examine wors t  c a s e  s c e n a r i o s  and do n o t  
pursue  t h a t  t o p i c .  I t  should  be noted 
t h a t  t h e  h i g h e r  l a y e r s  o f t e n  d i c t a t e  t h e  
performance of t h e  network and t h e r e f o r e  
they  should  be c a r e f u l l y  s t u d i e d  
[ M Q J I 8 0 ] .  They w i l l  produce e x t r a  
p a c k e t s  f o r  each use r  packet  
t ransml  t t e d .  T h e s e  c o n t r o l  p a c k e t s  
contend with t h e  d a t a  p a c k e t s  f o r  t h e  
l i m i t e d  r e s o u r c e s  of t h e  shared  channel  
( E t h e r n e t ) .  They a l s o  contend w i t h  
o t h e r  a p p l i c a t i o n s  f o r  r e s o u r c e s  (CPU 
c y c l e s  and memory) a t  t h e  t r a n s m i t t e r  
and receiver. We!@ we enly rlddress the 
fSSUCS relltfng TO the !kMd E h m d l .  
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System Components 

F i g u r e  1 d e p i c t s  a t yp ica l  c o l l e c t i o n  of 
Components found i n  a Local  Area 
Network. users can  be connectad  t o  t h e  
E t h e r n e t  t h rouqh  t e r m i n a l  c o n c e n t r a t o r s ,  
h o s t s ,  o r  t h r a u q h  p e r s o n a l  computer  
w o r k s t a t i o n s .  D i s k  r e q u e s t s  made on t h e  
b e h a l f  o f  a u s e r  can  be d i r e c t e d  towards  
a l o c a l  d i s k  (on  a p e r s o n a l  computer o r  
a h o s t ) ,  o r  t h e y  may be d i r e c t e d  towards  
a f i l e  s e r v e r .  Swapping and paging 
t r a f f i c  is assumed n o t  go over t h e  
E t h e r n e t  s i n c e  t h e  h o s t s  have  local 
d i s k s  f o r  .system r e l a t e d .  o p e r a t i o n s .  
I n  t h i s  s t u d y  ve  assume t h a t  t h e  d i r k  
r e q u e s t s  g e n e r a t e d  by the users 8 r e ,  f o r  
t h e  most  p a r t ,  s a t i s f i e d  a t  t h e  h o s t  
w i t h  which t h e y  a r e  cammunicating . 
Iiowever, remote f i l e  a c c e s s  and t r a n s f e r  
( f o r  m a i l ,  e tc . )  d o e s  use t h e  E t h e r n e t .  
I n i t i a l l y ,  t h e  Local  Area Network w i l l  
n o t  c o n t a i n  a l l  the d e v i c e s  d e p i c t e d  i n  
F i g u r e  1, However, as t i m e  passes f i l e  
s e r v e r s l  et:. w i l l  be added t o  t h e  
sys tem.  

User P r o f i l e  

The vorkload  c o n t a i n s  d e s c r i p t i o n s  o c  
t h e  a c t i v i t i e s  o f  t h e  u s e r s .  User 
per form o p e r a t i o n s  such  a s  f i l e  edits, 
1 i n k s ,  c o m p i l e s ,  e x e c u t e s ,  e t c .  They 
a l s o  per form t y p i c a l  'house keeping" 
o p e r a t i o n s  such  as d i r e c t o r y  l i s t i n g s ,  
f i l e  c o p i e s  and d e l e t e s l  e t c .  They send 
and r e c e i v e  m a i l  and communicate w i t h  
o t h e r  users  us ing  i n t e r a c t i v e  message 
f a c i l i t i e s .  The c h a r a c t e r i s t i c s  o f  t h e  
u s e r s  were measured d u r i n g  heavy usage 
p e r i o d s  f o r  s e v e r a l  days  a t  t h e  
u n i v e r s i t y .  I / O  a s  w e l l  a s  program 
imaqe r e l a t e d  d a t a  was c o l l e c t e d .  
Tab le  1 Summarizes some of t h e  major  
p o i n t s  o f  i n t e r e s t  i n  t h e  user I / O  
C h a r a c t e r i s t i c s .  The t a b l e  c o n t a i n s  t h e  
mean v a l u e  of s e v e r a l  i n t e r e s t i n g  
s t a t i s i t i c s .  I t  is impor t an t  t o  n o t e  
t h a t  many o f  these  s t a t i s t i c s  h a t  
bimodal ,  t r i m o d a l ,  e t c .  d i s t r i b u t i o n s  
T h i s  means t h a t  more t han  t h e  mean : 
r e q u i r e d  t o  f u l l y  understand the d a t a .  
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PARMETER 

1) Avg. S e s s i o n  D u r a t i o n  

2 )  Avg. I n p u t  S i t e  (Term -> Host )  

3 )  Avg. I n p u t  R a t e  (Term -> H o s t )  

4 )  Avg. O u t p u t  Size ( H o s t  -> Term) 

5 )  Avg. O u t p u t  R a t e  ( H o s t  -> Term) 

6 )  Avq. P r i n t e d  C h a r a c t e r  R a t e  

7 )  Avg. Remote F i l e  Access R a t e  

8 )  Avg. F i l e  Access Size 

(Assuued L i g h t  u s a g e ,  See T e x t )  

( D i r e c t e d  L o c a l l y  o r  Remotely)  

-VALUE 

1387 s e c o n d s  

18.7 b y t e s  

n . 1 6  i n p u t s / s e c  

25.5 b y t e s  

0 . 3 4  o u t p u t s / s e c  

2 .91  c h a r s / s e c  

0 .8B567 a c c e s s e s / s e c  

3 5 8 4 b y t e s / a c c  ess 

T a b l e  1. wPer-Userm Workload Summary 

I n  d e r i v i n g . t h e  t o t a l  ne twork  t r a f f i c  
g e n e r a t e d  by e a c h  u s e r ,  t h e  d a t a  and 
c o n t r o l  p a c k e t s  g e n e r a t e d  a t  e a c h  
p r o t o c o l  l a y e r  a s  a r e s u l t  of  a u s e r  
t r a n s a c t i o n  were t o t a l e d  and used t o  
d r i v e  t h e  E t h e r n e t  s i m u l a t i o n .  The 
amount o f  d i s k  t r a f f i c  p r e s e n t  on t h e  
E t h e r n e t  w i l l  change  w i t h  time a s  more 
i n t e l l i g e n t  s e r v e r s  and w o r k s t a t i o n s  a r e  
added t o  t h e  s y s t e m  and a s  u s a q e  
p a t t e r n s  c h a n g e  d u e  t o  t h o s e  new 
c a p a b i l i t i e s .  We t h e r e f o r e  have  v a r i e d  
the load due t o  d i s k  t r a f f i c  i n  t h e  
s i m u l a t i o n .  V a r i o u s  amounts  of  t h e  u s e r  
d i s k  t r a f f i c  were s e n t  o v e r  t h e  ne twork .  
T h i s  t r a f f i c  is n o r m a l l y  c h a n n e l e d  
to/frorn t h e  h o s t ' s  l o c a l  d i s k  an2 t h e  
h o s t .  Access r a t e s  of  B.Besi7,  0 . 0 0 8 5  
and 8.817 a c c e s s e s / s e c o n d / u s e r  were 
used.  T h i s  c o r r e s p o n d s  t o  3 . 3 % ,  5 U 1  and 
1 8 %  of t h e  t r a f f i c  a g i v e n  u s e r  
g e n e r a t e s  a t  t h e  l o c a l  d i s k  on t h e  h o s t .  

F i g u r e  2 c o n t a i n s  a h i s t o g r a m  of  t h e  
E t h e r n e t  p a c k e t  sizes g e n e r a t e d  by t h e  
u s e r  i n t e r a c t i o n s  c o u p l e d  w i t h  t h e  
p r o t o c o l  model. The p a c k e t  size 
i n c l u d e s  u s e r  d a t a  (if any)  t h e  
preamble  CRC and a11 o t h e r  p r o t o c o l  
f i e l d s .  The p r o t o c o l  model was b a s e d  on 
t h e  examples  c o n t a i n e d  i n  a r c h i t e c t u r a l  
s p e c i f i c a t i o n s .  (See (PAP801 [DECNBQI , 
IDIGi80l I [NSPUBI I Qnd (5W8Wl f o r  
d e t a i l s  o f  t h e  a r c h i t e c t u r e .  Se e 

(WECX801 f o r  an o v e r v i e v  and d e s c r i p t i o n  
of  i ts f e a t u r e s  and c a p a b i l i t i e s . )  The 
model used assumes worst  c a s e  examples .  
For i n s t a n c e ,  no acknowledgements  a r e  
p iggybacked .  We a l s o  assume t h a t  each  
d a t a  p a c k e t  t r a n s m i t t e d  r e q u i r e s  i ts own 
acknowledgement  and t h e r e f o r e  t h e r e  a r e  
no acknowledgements  o f  m u l t i p l e  d a t a  
p a c k e t s .  All of t h e s e  a s s u m p t i o n s  a r e  
c l e a r l y  w o r s t  c a s e .  They a11 i n c r e a s e  
t h e  l o a d  on t h e  E t h e r n e t  a s  w e l l  a s  t h e  
t r a n s m i t t e r  and r e c e i v e r  CPUs and 
memories .  

RESULTS 

F i g u r e  2 c3n:ains a h i s t o g r a m  o f  t h e  
E t h e r n e t  p a c k e t  sizes g e n e r a t e d  by t h e  
u s e r  i n t e r a c t i o n s  c o u p l e d  w i t h  t h e  
p r o t o c o l  model.  The p a c k e t  s i z e  
i n c l u d e s  user d a t a  ( i f  any)  t h e  
p r e a m b l e ,  CRC and a l l  o t h e r  p r o t o c o l  
f i e l d s  f rom a l l  p r o t o c o l  l e v e l s .  The 
main c o n t r i b u t o r  t o  t h e  r e l a t i v e l y  l a r g e  
number of  small p a c k e t s  ( 6 4  t o  
1 8 8  b y t e s )  is t h e  h i g h e r  l e v e l  p r o t o c o l  
c o n t r o l  p a c k e t s .  As ment ioned  
p r e v i o u s l y ,  w e  have  assumed t h e  worst 
case f o r  a 1 1  p r o t o c o l  e x c h a n g e s .  T h i s  
means t h a t  t h e r e  a r e  no p iggybacked  
acknowledgements ,  e t c .  T h i s  imposes t h e  
h e a v i e s t  l o a d  due  t o  p r o t o c o l  c o n t r o l  
t r a f f i c .  Since these a r e  g c n e r a i l y  
SmdJJ p o c h t t s ,  t h i s  d i s t r i b u t i o n  poses a 
Uemanding l o a d  on t h e  E t h e r n e t  and 
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shou ld  produce  c o n s e r v a t i v e  r e s u l t s  f o r  
t h i s  user workload,  

F i g u r e  3 s h o v s  t h e  E t h e r n e l  o f f e r e d  l o a d  
v e r s u s  t h e  number of u s e r s  f o r  t h i s  
vo rk load .  The E t h e r n e t  s p e c i f i c a t i o n s  
i n d i c a t e  t h a t  a maximum o f  1024 t a p s  may 
b e  connec ted  t o  an  E t h e r n e t .  Th e 
s i m u l a t i o n  conforms t o  t h a t  r u l e .  Note 
t h a t  s e v e r a l  u s e r s  can  share a t a p .  
m i s  is t h e  c a s e  v i t h  t e r m i n a l  
c o n c e n t r a t o r s  and h o s t s  t h a t  have  l o c a l  
t e r m i n a l s  g e n e r a t i n g  E t h e r n e t  t r a f f i c .  
In  t h e  f i g u r e s  p r e s e n t e d  h e r e ,  t h e  
'number of  users'  c o r r e s p o n d s  t o  a c t u a l  
u s e r s  - n o t  t:, p h y s i c a l  t r a n s c e i v e r  t a p s  
( o f  v h i c h  t he re  i S ' a  I B d X i U l U l  of 1 0 2 4 ) .  

F i g u r e  4 shows t h e  mean w a i t i n g  time 
v e r s u s  t h e  number of  u s e r s .  F i g u r e  5 
s h o v s  t h e  9 0 t h  p e r c e n t i l e  o f .  t h e  w a i t i n g  
time. The  v a i t i n g  t i m e  is d e f i n e d  as 
t h e  time from vhen t h e  packe t  becomes 
r eady  f o r  t r a n s m i s s i o n  u n t i l  i t  b e g i n s  
s u c c e s s f u l  t r a n s m i s s i o n .  I t  i n c l u d e s  
a11 time s p e n t  d e f e r i n g ,  c o l l i d i n g  and 
backing-of f .  A s  ment ioned  p r e v i o u s l y ,  
t h r e e  l e v e l s  o f  remote  f i l e  t r a f f i c  were 
s i m u l a t e d .  The .lev l e v e l .  c o r r e s p o n d s  
t o  an a c c e s s  r a t e  of  
0 .08567  a c c e s s e s / u s e r / s e c o n d .  h e  o t h e r  
two a r e  f o r  o n t  and a h a l f  and t h r e e  
times t h e  l o a d  due t o  t h a t  component. 
Note t h a t  w i t h  t h i s  t ime-sharing 
workload ,  t h e  number of u s e r s  s u p p o r t e d  
is q u i t e  l a r g e .  

F i g u r e  6 shows t h e  i d l e  time on t h e  
E t h e r n e t  go ing  t o  zero a t  t h e  o v e r l o a d  
p o i n t s .  Again n o t e  t h a t  t h i s  o c c u r s  f o r  
an unusually l a r g e  number of users. 
F i g u r e  7 shows t h e  number of  a t t e m p t s  
requ.:ed ts r u c e e s s f J l l y  a q u i r e  t h e  
channe l  as a f u n c t i o n  o f  t h e  number of  
users .  The number of  a t t e m p t s  i n c l u d e s  
a l l  c o l l i s i o n s  as v e l l  a s  t h e  one 
s u c c e s s f u l  a t t e m p t  wh ich  a q u i r e s  t h e  
channe l .  Note t h a t  even a t  an o v e r l o a d  
p o i n t  vi:h 2eQa users, a g i v e n  p a c k e t  
?:zt:iaa;cs ar. a*rr: iqa o f  o n l y  one 
c o i l  i s i o n  p r  . s u c c e s s f u l  t r a n s a i s s i o n .  
F i g u r e  8 shows t h e  9 0 t h  p e r c e n t i l e  of 
t h e  number of a t t e m p t s .  

CONCLUSIONS 

The r e s u l t s  of t h e  s i m u l a t i o n  i n d i c a t e  
t S a t  the E t h e r n e t  h a s  suf  f i c i e n t  
b a n d v i d t h  t o  s e r v e  l a r g e  numbers o f  
users of t h e  type c h a r a c t e r i z e d  by t h e  
t i m e s h a r i n g  vo rk load .  I n  p r a c t f c a ,  one  
q r n e r a l l y  does n o t  o p e r a t e  the system 

wi th  t h e  s t e a d y  s t a t e  l o a d  nea r  t h e  
sys tem l i m i t s .  The f i n i t e  r,ate a t  v h i c h  
t h e  h o s t s ,  d i s k s ,  users ,  e t c .  can  
g e n e r a t e  and p r o c e s s  i n f o r m a t i o n  w i l l  
p r e v e n t  t h e  s t e a d y  s t a t e  l o a d i n g  from 
a c h i e v i n g  t l i s  l e v e l .  ' 

The w a i t i n g  time expe r i enced  i n  
a t t e m p t i n g  t o  g a i n  a c c e s s  t o  t h e  channe l  
v a s  sho rn  t o  be v i t h i n  r e a s o n a b l e  
bounds. The number of  c o l l i s i o n s  
expe r i enced  by a p a c k e t  a t t e m p t i n g  t o  
a c q u i r e  t h e  channel  v a s  a l s o  shown t o  be -- 
q u i t e  l o v  - even i n  t h e  h e a v i l y  loaded  
reg  i o n s .  

I n  summary, ve can s a y  t h a t  t h e  E t h e r n e t  
seems t o  ee v e l l  q u a l i f i e d  t o  c a r r y  t h e  
type  of  t r a f f i c  expe r i enced  i n  t h e  
t ime-shar ing  environment .  I t  h a s  t h e  
c a p a c i t y  t o  s u p p o r t  l a r g e  numbers o f  
u s e r s  in t h i s  environment .  

D i s c u s s i o n  

Here w e  have shown t h a t  t h e  E t h e r n e t  is - c a p a b l e  of hand l ing  t h e  t r a f f i c  
g e n e r a t e d  in t h i s  t ime-shar ing  
envi ronment .  To b u i l d  an e f f e c t i v e  
n e t v o r k ,  t h e  o p e r a t i o n  o f  t h e  h i g h e r  
l e v e l  p r o t o c o l s  m u s t  be examined. The 
d e l a y s  encountered  due t o  p r o c e s s i n g  and 
queueing  can  r e s u l t  i n  poor u s e r  
p e r c e i v e d  performance i f  care  is n o t  
t a k e n  i n  t h e i r  implementa t ion .  One 
shou ld  also examine o t h e r  environmen:s 
t o  see how s imi l a r  o r  d i f f e r e n t  t h e y  . 
migh t  be and how t h i s  a f f e c t s  
per formance .  For example,  t h e  o f f i c e  
envi ronment  is  v e r y  impor t an t .  
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responsibility for office automation systems and products, including network 
services and professional workstations. 





PRODUC"MTY 
MTHE 

OPFXCB ENYLBONMENT 

In discussing productivity in the office', it's important to first clarify just 
what is meant by those terms. In this context, the concept of the extended office 
is being used: any structured association of people working with information. 
Essentially, improving productivity equates to producing more work, of higher 
quality, at less cost. 

Business - Week reports office costs are rising at the rate of 12-15% a year 
and will probably double over the next six years. Those costs are rising faster than 
any other cost factor - even faster than the costs associated with generating 
business revenue. Direct costs of office operations in 1980 were over $920 billion 
and are likely to rise to $1.5 trillion by the end of the decade. What's important to 
look at is that this productivity factor in the extended office is really people 
productivity . 

Over 50% of American workers now work with information on a full-time 
basis. Nevertheless, nationwide, over ten t imes  as much is invested in technology 
for factory workers as for office workers. When companies first attempt to 
"automate", their attention traditionally has been on the secretary. However, 
secretarial functions account for only 23% of office costs and only around 12% of 
salaries. At the opposite end of the spectrum, managers and executives have also 
benefitted somewhat from technology. The mainframe computer has typically 
provided data processing reports of various forms for use by the manager. 

The person in the middle of the office hierarchy, the professional, has not had 
the benefit of technology even though professionals make up 80% of payroll 
costs - and their numbers are expected to grow 30% during this decade. Can their 
tasks benefit from technology and thereby, make them more productive? A 
number of studies say nyes". 

To increase professional productivity, the tools they use must be improved, 
and the barriers to productivity must  be eliminated or minimized in the four basic 
areas of information processing: creating knowledge, reproducing it, getting it in 
and out of files, and distributing it to others. Putting these two thoughts together 
says that the "better tools" must be able to work together; Ethernet provides the 
int eroperability for that solution. 

Every network user has the option of selecting the piece of equipment that 
best meets  his or her own individual needs, whether that be the need for a 
recording typewriter for short letters and memos, or a personal computer to run 
accounts payable or inventory, or access to a mainframe computer. The user must 
not be limited to equipment from just one vendor. 

It's important that the network and the products on it can grow in an 
evolutionary manner. A company should not be penalized by starting small. The 
evolution into automated office systems integrated on a network should not require 
a massive, all-encompassing galactic plan. 

Ethernet has over 7000 person-years of testing and user experience. All  of 
this experience supports the important premise of ease of growth and interopera- 
bility. The specifications for Ethernet were published jointly in September, 1980, 
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I by Intel, Digital Equipment Corporation, and Xerox. Since that time, over 275 
requests for license applications have been made; over 70 applicants have paid 
their license fee; 22 have publicly announced their intentions to build Ethernet 
compatible products. This speaks for itself; no other network technology has 
attracted such a broad allegiance. The fact is, it works. Over 50 installations of 
Ethernet networks within the past four months prove it. 

Ethernet has provided a truly integrated approach to automating office tasks. 
Systems connected to the  Ethernet operate simultaneously, and can be both 
standalone office machines and part of the network system, sharing resources or 
files or printing devices. The open architecture of Ethernet allows multi-vendor 
connectibility. The specifications have been published to allow other vendors that 
ability. The Ethernet customer is not forced to purchase all their equipment and 
services from one vendor. The higher level protocols that Xerox recently published 
take this connectibility a step further and allow any vendor to be truly compatible 
with other products on t h e  Ethernet. 

Ethernet's interconnectibility and interoperability is transparent to the user. 
The barriers to productivity can all be hurdled. Input, output, filing, retrieval, 
distribution - all can be accomplished from any system on the Ethernet. A 
secretary can print on the  laser printer from an electronic typewriter. A manager 
can call up records files from a mainframe and manipulate them on a personal 
computer. The professional can access massive stored reports and extract 
information to prepare a summary report, complete with graphics, on a pro- 
fessional workstation. And everyone can distribute information to every other 
workstation on the system without the  delays of mails and unanswered telephone 
calls. Network capabilities are driven by user needs, and Ethernet provides these 
integrated services critical for office productivity. 

_- 

David E. Liddle 
Vice President & General Manager 
Office Products Division 
Xerox Corporation 
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The extended office concept goes beyond the 
reference to an individual's separate off ice  or a 
separate office function and is meant t o  include 
the entire structured association of information 
handlers. 
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Office costs are rising 12-15%, doubling ovef'the 
next six years. These costs are rising faster than 
any other cost factor, even faster than the costs 
associated with generating business revenue. 

.- 

Direct costs of office operation in 1980 were 
over $920 billion. Overhead expenses are ex- 
pected to rise to $1.5 trillion by 1990. 

While office costs are rising, however. office 
productivity is declining. 
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This explosion of costs is making a significant 
negative impact on bottom-line profits for Am- 
erican business. It's important, however, t o  
understand these problems of  productivity in 
terms of real people. 
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These office people fall into five categories5The 
clerk and secretaries that gather data in t h e  
form of numbers and information; the pro- 
fessionals who create ideas based on informa- 
tion; and the managers and executives who make 
decisions based on the ideas and information 
from their staffs. 

Although the majority of workers are in the 
office, over ten times as much is invested in 
technology for the factory worker as for the 
off ice worker. 
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When companies first attempted to autofhate 
their offices, their attention traditionally has 
been on the secretary. However, secretarial 
functions account for only 23% of office costs 
and only around 12'36 of salaries. 

At the opposite end of the spectrum, managers 
and executives have also benefitted from tech- 
nology. The mainframe computer, with its elab- 
orate processing power, has typically provided 
data processing reports of various forms for use 
by the manager/executive. 

The person in the middle of the office hierarchy, 
the professional, has  not had the benefit of 
technclogy even though they make up 8091 of 
payroll costs, and their numbers are expecte.1 to 
grow 30% during this decade. 
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Can the professionals' tasks benefit from tech- 
nology and thereby, make them more produc- 
tive? A number of studies say "yes". For 
example, approximately one third of a pro- 
fessional's time is spent in creating documents at 
an average cost of $6000/professional. 

A recent Booz Allen study indicated that by 
utilizing office automation technology, a 15% 
gain in professional productivity could be 
realized by 1985. That's an average annual 
savings of $5,5OO/inf or mat ion worker. 
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In internal Xerox probe locations utilizing pro- 
fessional workstations and network services, 
these productivity gains were realized. 

_- 

These probes and studies indicate that to in- 
crease productivity, the barriers to productivity 
must be eliminated or minimized in the four 
basic areas of information processing: creating 
and communicating ideas and data, creation of 
documents, filing and retrieval of documents, 
and the distribution of documents. 

~ 

The office tools m u s t  be improved, and these 
tools must be able to work together if all four 
areas of information handling are to be im- 
pacted. 
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The integration of compatible products and'the 
interoperability of products are available today 
on Ethernet. 

An Ethernet installation in a Fortune 100 manu- 
facturing company showed a $250,000 net 
savings during the initial year. Because of that 
immediate realization of productivity increases, 
we asked Booz Allen to analyze this installation 
in light of their original 1985 projections. 

In Phase I of their extrapolation, a 15% increase 
in productivity could be expected with the sup- 
port group workstations and file server con- 
nected to the network. 
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Phase II projects a 17% net increase in pro- 
ductivity with all professional workstations on 
the net and the addition of print services. 

_- 

With the further addition to the net of elec- 
tronic typewriters, personal computers for man- 
agerdexecutives, and communication services, 
an additional 19% net increase in productivity 
was realized. 

This analysis clearly indicates the technology 
increase office productivty exists now and 
being utilized by Ethernet customers today. 

to 
is 
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The traditional approach to %buyingf1 technology 
was that the user had to buy giant pieces at a 
time; when the user began optimizing all of the 
capabilities, another big piece of equipment was 
purchased. The classic example of this is the 
mainframe computer. 

Ethernet, however, allows the user to  start 
small, one work group or a department at a time. 
It is not necessary to have a comprehensive, 
long-term automation plan to begin automating 
an office. 

A sample phased Ethernet  installation. 
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Ethernet provides generic local area netdork 
capabilities and with the published availability of 
higher protocol specifications, interoperability is 
a reality. 

By providing integrated services and capabi1ities 
and interoperability with "foreign" products, 
Ethernet allows ~rc&?ti*:~ty iaprovements for 
all user groups. 

Ethernet has a proven history of providing the  
integrated services and capabilities, the  true 
interoperability necessary t o  increase office pro- 
ductivity for all user groups. 
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DISPELLING ETHERNET MYTHS 

WILLIAM C. LYNCH 

MANAGER, TECHNICAL PLANNING 

OFFICE SYSTEMS BUSINESS UNIT 

OFFICE PRODUCTS DIVISION 

XEROX CORPORATION 

O f t e n  when s o m e  new idea, some new concept  is introduced you o f t e n  hear  a 

list of s tor ies  t h a t  are told about  this new concept. The  stories a r e  repea ted  of ten,  

embellished and  a f t e r  a t i m e ,  they  become believed by everyone. What I a m  going 

to discuss with you today a r e  some of these  types of s tor ies  and embellishments,  
- t h e  myths  w e  have heard  t h a t  have col lected over t h e  l a s t  t w o  years  t h a t  w e  have 

been working on Ethernet .  Frankly, some of them a r e  ra ther  remarkable.  You 

have heard  or will h e a r  f r o m  t h e  Intel speakers where  w e  a r e  in  t h e  program, t h a t  

w e  a r e  close to having a chip. As you well know, Xerox has  been delivering 

E t h e r n e t  products. W e  a r e  on our way to  seeing Etherne t  become a recognized 

s tandard.  So I'd l ike to c lear  up as much as I c a n  about  t h e  misconceptions t h a t  

ex is t  about  Ethernet .  What I want  to do is go through several  of t h e s e  i tems ,  te l l  

you what  t h e  myths  a re ,  a n d  then  what t h e  t r u t h  is. 

Before  I do this, I would l ike to  remind you of what  t h e  E t h e r n e t  specifica- 

tions are .  E therne t  exis ts  in t h e  two lower protocol levels of t h e  IS0 model, t h e  

physical and d a t a  link layers.  They m e e t  t h e  IS0  arch i tec ture ,  and  it is a n  open 

Y 
.1 

4 

archi tec ture .  W e  published these  specifications jointly with DEC and Intel  in 

I 

Sep tember  of 1980. The spedifications of Ethernet  def ine t h e  e lec t r ica l  and 
-1- 
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rn'echanical rules so t h a t  when you connect  machines  toge ther  t h a t  m e e t  t h e  

specifications,  they  work. We specify in Ethernet  a protocol ca l led  CSMA/CD. Its 

purpose is to multiplex d a t a  between machines. 

i This brings m e  to t h e  f i r s t  misconception: Etherne t  costs too much. I t  costs 

too much to a t t a c h  a terminal  or  a device to t h e  network. You heard  t h e  

presentat ion by Intel  which covers  t h a t  i tem.  

Another m y t h  about  Ethernet  is t h a t  it performs poorly under heavy load. 

DEC has  presented a paper regarding performance,  and perhaps s o m e  of you h a v e  

a l so  s e e n  reports  of our  own Xerox experiments  t h a t  were  repor ted  a year  o r  two 

ago on t h e  3Mb prototype. The t r a f f i c  pa t te rns  a r e  about  t h e  s a m e  be tween t h e  

3Mb prototype and today's lOMb Ethernet.  You have heard t h a t  in all  per formance  

evaluations,  E t h e r n e t  performed suberhy. 

The next  misconception I'd l ike t o  dispel is t h e  idea that Etherne t  has  l imi ted  

bandwidth. A f t e r  many years  of study and experience with Etherne t ,  w e  found t h a t  

t h e r e  is more  than  enough band width to handle applications t h a t  w e  perceive f o r  

t h e  next  t e n  years. 

Some opponents t o  -Ethernet  say it is s ta t i s t ica l  ra ther  t h a n  deterministic.  

The f i r s t  thing to understand is  t h e  te rm deterministic.  How is it presented to 

you? I t  is presented to you in t h e  following way: I c a n  guarantee  t h a t  when I h a v e  

a message to deliver t o  you t h a t  I c a n  give you a n  upper bound on when t h a t  

message is  going to be  received by you a t  your terminal  or  work s ta t ion.  DEC h a s  

gone through a very detai led presentation on t h e  Etherne t  performance.  The real ly  
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- important  issue is waiting t ime. Does t h e  message g e t  there  fast enough for t h e  

application t h a t  we want? If i t  g e t s  t h e r e  fast enough, i t  doesn't really m a t t e r  if i t  

is s ta t i s t ica l  or deterministic.  I t  ges  there.  I t  does t h e  job. That  is t h e  issue I a m  

bringing out  here.  

What you a r e  told is t h a t  because 

things. I can  give you an example of 

s ta t is t ical .  For example,  a token bus. 

. .  

Etherne t  is s ta t is t ical ,  it can not  do cer ta in  

token ring and busses, etc., t h a t  a r e  also 

As long as t h e r e  are ,  say, t e n  workstations 

on m y  bus, and I'll never  g e t  any more  than ten,  and everybody is sending t h e  s a m e  

s t r e a m  of t r a f f i c  a l l  t h e  t ime,  t h a t  is, a terminal  user a t  a constant  r a t e  pushing 

t h e  s a m e  but ton - t h e  re turn or e n t e r  button - what  I will g e t  is a s t ream of d a t a  

coming o u t  f rom everybody. -- And if nothinK breaks and nobody e l se  wants  t o  g e t  on 

t h e  bus, I can  guarantee  there  will be a response t i m e  t h a t  is fixed. But now you've 

g o t  to solve t h e  following problem. You come in t o  your off ice  in t h e  morning and 

w a n t  t o  check your mail. All t h e  people in your off ice  probably d o  not  c o m e  in t h e  

s a m e  t i m e  every morning. You come in and fl ip t h e  switch and ask, "What is my 

mail  today?" But then, what  about  messages t h a t  a r e  coming back to you? I don't 

think t h a t  a determinis t ic  process will handle this si tuation, e i ther .  

My point is t h e r e  is nothing determinis t ic  in this business. The reason these  

channels  a r e  shared is t o  take  advantage of t h e  fact t h a t  what  you a r e  going to do 

is probabilistic. Otherwise,  you would give a But you can' t  predict  in advance. 

f ixed pair of wires for  every terminal  that is going t o  use t h e  network. 

really want  t h a t  - you can do it. 

If you 

-3- 



I w a n t  to show you this slide to give you a n  average  to look at. These a r e  

numbers ,  response time. Response t i m e  is waiting t i m e  plus transmission t ime.  

You already heard t h a t  transmission t ime- f o r  Etherne t  is a small  value. Waiting 

t i m e  is a probabilist ic number: s o m e  number of t e n t h s  t o  milli-seconds. If t h e  

quest ion really is, "Can I guarantee  t h a t  my message will get t h e r e  in a t e n t h  of a 

second if I use Ethernet?", t h e  answer is: D a t a  can g e t  f r o m  sender  to 

4 4  

> i 
-4 Yes. 

-4 rece iver  in a t e n t h  or hundreth of a second, a lmost  always. Conservatively,  data 

c a n  get t h e r e  in one-hundredth of a second, upwards of 90% of t h e  t ime.  

On t h e  o ther  hand, what  does micro-second response t i m e  mean?  I t  means  

* t h a t  you have th i s  packet  t h a t  if only a f e w  bits wide. What c a n  you get in  a f e w  

bits - m a y b e  t h e  preamble. 
I 

Another  myth  t h a t  w e  hear  is . that  w e  have put  too much intel l igence i n t o  t h e  

terminal .  What is happening now is t h a t  VLSI is allowing us to inexpensively l o c a t e  

a l o t  of intell igence at t h e  work station. Let's t a k e  advantage of tha t .  Improve 

per formance  and improve capability. More and m o r e  of th i s  p a t t e r n  is showing up. 

As a m a t t e r  of fact, t h e  t rend is to put evem more of i t  in t h e  work station. You 

- 

-II 

- 9  

will f ind s m a r t e r ,  not  dumber work s ta t ions  in the  future .  

Next  Myth: Etherne t  protocol has  no e r ror  control.  Truth: E t h e r n e t  uses t h e  

Autoden 2, 32 bi t  FCS f o r  error  detect ion,  Next  truth:  RS232 (X21 bis) h a s  t h e  

same e r r o r  control.  This is exact ly  what  t h e  s tandards have been  using for years. 

You have  heard at l e a s t  four  of t h e  presentat ions talking about  layering. What has  

happened is t h a t  with computer  networks, w e  a r e  allowed to s t a r t  l ayer ing  s o m e  of 
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t h e s e  functions,  with t h e  error  detect ion at t h e  lowest layer  and e r r o r  cor rec t ion  

at t h e  middle  layers.  Xerox provides error  c o r r e c t  in the Transport  Layer. 

W e  have found t h a t  t h e r e  a r e  c e r t a i n  applications t h a t  don't require  e r ror  

control.  T ime of day, f o r  instance. We send a clock down t h e  ne twork  e v e r y  f e w  
i 

milliseconds. I a m  sure  t h a t  I don't want  to have to retransmit  t h a t  because I los t  

it. I know another  one  is coming la ter .  What we have done is t a k e  advantage  of 

t h e  kinds of things t h a t  you do on a network. You don't just  send fi les,  you also 

send control  information from t ime to  time. Or just plain information. W e  h a v e  a 

p a c k e t  w e  cal l  "Breath of Life'' - it s o r t  of floats around to in i t ia te  d o w n - h e  

loading. The  communicat ion server  just  sends it out  and says h e r e  I a m ,  does 

anybody w a n t  me? If it's lost ,  it's lost; another  one  is coming. 

Myth: The Etherne t  protocol (CSMA/CD) does not work with a n y  o t h e r  media.  

W e  have  seen  s ince at least 1969 CSMA/CD on every  media t h a t  you c a n  think of. 

Xerox  implemented CSMA/CD on a f iber  op t ic  technology. W e  h a v e  had a Fiberne t  

exper iment  running s ince  around t h e  1977. There are a number of o t h e r  vendors 

outs ide of Xerox looking at putting Etherne t  on fiber.  There  are going to be  

d i f f e r e n c e s  in physical archi tectures ,  but  a CSMAICD t a k e s  advantage  of mult iple  

access. Second, broadcast  or broadband technology has  been using CSMA/CD 

technology f o r  a long t imk. Miternet  is a n  example. Of course,  \Van@ Wangband 

is CSMA/CD - it's t h e  s a m e  protocol. That  says something. W e  m u s t  be right.  I t  

i s  a basic way to  t i e  computers  on a network and communicate  in a multi-access 

environment.  In t h e  \Vang or Miternet implementat ion - in t h e  f i r s t  t w o  IeveIs of 

t h e  protocol - what  is d i f fe ren t  is t h a t  t h e  physical channels,  t h e  physical 

implementat ions,  a r e  going to  be  different .  
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Question: How d o  you configure this  local network called Ethernet?  A miscon- 

cept ion is t h a t  Etherne t  has  l imited topology and topography, t h a t  t h e r e  are only a 

f e w  ways you c a n  configure Ethernet.  That  is u t t e r  nonsense. We have Etherne ts  

-.-.I - in  high r ise  buildings, and in single floors. The installation w e  have of t h e  
.. 

Etherne t ,  f o r  example in  Palo Alto - at my o f f i c e  - is essentially a single cable  - a i 

snake be tween t h e  floors.  One  Ethernet .  W e  have installations where  o n  e a c h  

floor, t h e r e  is a backbone Ethernet  going down a n  elevator  s h a f t  and  a single 

E t h e r n e t  on  every  floor. I think I know t h e  source of this  particular myth: If you 

- 
.. . 

look i n  t h e  specifications,  it says 

next  p ic ture  - a maximum of 1500 

b e t w e e n  t w o  stations.  And people 

100 t aps  per segment  and then  you look at t h e  

m e t e r s  cable  in a network - l inear  -difference 

s t a r t  counting because t h e  configuration you see 

in  t h e  specs is 500 meters ,  500 m e t e r s  - where d o  you get t h e  IOOO? I t  m u s t  b e  

- l imited.  Therefore ,  you c a n  only g e t  1500 m e t e r s  between stations.  Again, t h a t  is 

nonsense. You c a n  nave  at ieast t h r e e  dimensions oi  a network topology. 

i 

Myth: Etherne t  has a l imited number of a t tachments .  Truth: E t h e r n e t  has 

1,024 tap locations. Each of these  tap locations c a n  in te r face  severa l  terminals.  

You c a n  have just  about  any application t o  topology t h a t  you want. You have  seen 

already f r o m  t h e  DEC presentation t h a t  2000 terminals  is not  a problem. ActuaIly, 

m o r e  t h a n  t h a t  is not  a problem. Referr ing back to m y  de terminis t ic .  slide, 

remember  t h a t  response t i m e  is in such a small  t i m e  value range  t h a t  t h e  

applications never see this response t ime,  You sit at t h e  terminal ,  working out  

what  you a r e  going to  do next,  which process t o  serve  next. I t  will a lways t a k e  you 

longer to do t h a t  than  it takes  Ethernet  to send t h e  message on t h e  network. So 

you a r e  allowed all kinds of applications. 
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Myth: Application coverage is l imited.  This has  t h e  f lavor  of, "Ethernet  

can' t  do f a c t o r y  applications.tt That  is, of course,  no t  t rue.  E therne t  h a s  been  used 

i 

i n  f a c t o r y  applications. As a m a t t e r  of fact, r ight  now t h e r e  is a n  Etherne t  

network in a manufactur ing faci l i ty  in Dallas t h a t  i s  wrapped around a power 

distribution cable.  

"girchunckI1. And t h e  packets  keep going and t h e r e  is absolutely no  problem. This 

And every now and then  t h e  big switch on  t h e  wall goes 1 

t a k e s  us back to response time: a t e n t h  of a second - no problem. E t h e r n e t  can b e  

used i n  some applications of manufacturing. Etherne t  is planned to  be  used a n d  is 

being used outside of t h e  office,  dispelling t h e  m y t h  of Ethernet  being sui table  only 

for o f f i c e  applications. 

These next  issues have to do with t h e  acceptabi l i ty  of Etherne t  i tself ,  the 

E t h e r n e t  protocol,  how has  it been received in t h e  public, how has  i t  been received 

i n  industry. The f i r s t  myth  here, ' tha t  E therne t  has l imited a c c e p t a n c e  by t h e  

business and communities,  is nonsense. You have already heard t h a t  at Ieas t  22 

vendors t h a t  have publicly declared their  intentions to be  compatible  or m a k e  

components  with Ethernet .  There  a r e  

numerous companies who intend t o  and who a r e  investigating supporting Etherne t  

in t h e  f ie ld  as a product. This slide shows t h e  types of products or components  t h a t  

There a r e  m o r e  t h a t  a r e  not  y e t  public. 

a r e  cur ren t ly  of fe red  by non-Xerox vendors. You c a n  see t h a t  t h e  e n t i r e  spec t rum 

of t h e  things t h a t  you .need to  do with a n  Etherne t  a r e  avaiable: t ransceivers ,  

control lers ,  control ler  chips, cable,  systems,  compat ible  stations.  

t h e r e  a r e  at l e a s t  f i v e  t ransceiver  vendors world-wide. 

overlap in this list. 

For instance,  

By t h e  way,  t h e r e  is a n  

Some of t h e  vendors t h a t  a r e  making t ransce ivers  a r e  a lso 

making controllers.  There  a r e  at least nine controller vendors. We have four  chip 

vendors, t h r e e  cable vendors. The system vendors consist of people who have 
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decided to supply comple te  Ethernet  compat ible  systems. They range from 

s o f t w a r e ,  computer-based systems all t h e  way to t h e  e n t i r e  network. And t h e  

compat ib le  s ta t ion  vendors a r e  people making s m a r t  terminals  t o  ta lk  on Ethernet ,  

which range  f rom highly ta lented terminals  or work s ta t ions to fa i r ly  low funct ions 

b u t  d i r e c t  connections. 

- 

\ 

All this reinforces  Dave Liddle's ear l ier  statement: our goal is inter-  

operability. Open up t h e  marke tp lace  and  let o t h e r  vendors g e t  i n t o  this. For 

example,  Xerox does not  make  transceivers.  W e  buy transceivers.  Xerox is in to  

t h e  chip business. W e  buy chips. So it is impor tan t  to  us t h a t  w e  have received 

th i s  wide a c c e p t a n c e  of Ethernet.  The point is t h a t  t h e  a c c e p t a n c e  in t h e  

community has  been very high, very wide, and very comple te  where  companies 

- have c o m m i t t e d  money, t ime,  and people to support  Ethernet .  

Finally, t h e  last myth: Ethernet  is just  a development project and will never  

be implemented.  W e  actual ly  had a question asked of us  recent ly  -when will t h e  

f i r s t  E therne t  be installed? The answer is, of course,  yes, w e  have  had Etherne t  

commercial ly  instal led f o r  over one year. Two major  companies  t h a t  have 

discussed the i r  experience with Ethernet  to t h e  US. press a r e  TransAmerica and  

Arco. When I m a d e  this slide, t h e r e  were  35 other  networks t h a t  w e r e  up and 

running. 

operation. This does not  count  networks we have in'side Xerox. 

There  a r e  another  50-60 networks in d i f fe ren t  s tages  of installation and 

-1 I t  is t rue.  There  is a n  Ethernet.  I t  works, and it works reliably. What I have 

t r ied  to do was go down t h e  l ist  of what I consider t h e  really crucial  myths,  discuss 
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t h e m ,  and  te l l  you t h e  f a c t s  t h a t  dispel these  myths. E therne t  itself is cer ta inly no 

longer  a m y t h  - it is a reali ty.  

Thank you. 

. 
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On September 30, 1980, Digitial Equipment Corporation, Xerox 
Corporation, and Intel Corporation published version 1.0 of the Ethernet 
Specification. Despite the support of the standard by a wide range of 
institutions, both commercial and academic, there is still some confu- 
sion expressed about Ethernet, its design, and its operation. In today's 
presentation, several of these misconceptions will be discussed, using 
the experience gained from the installation and operation of the 
network since 1975 for the experimental network and since 1980 for the 
commercial lOMbit version. 

This discussion is separated into six areas of concern: design, 
configurability, application coverage, acceptability, performance, and 
costs of Ethernet. Any local area network technology must deal with 

these concerns. We will discuss how Ethernet addresses these issues. 
The presentations by DEC and Intel will have addressed the  issues of 
performance and costs. The Xerox presentation will address the 
remaining four areas. 
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M Y T H  CATEGORIES 
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DESIGN 
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DESIGN 

_- 
ETHERNET HAS LIMITED BANDWIDTH (capacity) 

-- 10Mbit per second capacity more than adequate for local 
computer network applications envisioned for next ten years 

ETHERNET PROTOCOL IS "STATISTICAL" (rather than 'deterministic") 

-- Definitions 

-- Waiting Time -- elapsed time from the time that  the packet is 
ready for transmission until the packet successfully begins 
transmission. 

-- Transmission Time -- propagation time of the packet on the 
medium. 

-- Response Time = Waiting Time + Transmission'.Time. 

-- Deterministic System -- Waiting Time known to.a fixed upper 
bound. Therefore, the Response Time is  bounded, under normal 
operation of the channel. 

-- Stat ist ical  System -- Waiting Time's upper bound known with 
pro ba biiity. 



--Response time requirements met by Ethernet 

Yes, unless system is broken .lo0 sec 

.010 sec 

.001 sec - Misses this requirement if long packet 

Almost always, unless system is broken 

(Maximum packet size = 1518 bytes) 
.- 

.0001 sec Possible for small packets 

.00001 sec Forget it 

I 

--For a point of comparison, 9600 baud line 

.lo0 sec no, if message exceeds 120 bytes 



PARTITION OF ETHERNET FUNCTIONS PLACES TOO MUCH OF THE 
COMMUNICATIONS RESPONSIBILITY ON THE 'TERMINAL' 

- Reduction in rice-size-performance due to VLSl permits 
introduction o P more communication function in the station. 

-- Permits the design of more efficient communcations. 

--The direction of the future is to place more, not less, 
communications in the station. 

_- 

ETHERNET PROTOCOL HAS NO ERROR CONTROL FOR DATA 
TRANSMITTED ON THE CABLE 

-The situation is the same as that in RS232C data communications. 

-- The Autodin I I  32 bit FCS is specified by the Ethernet Specification. 

-- It is common in computer communications networks to place error 
recovery in the transport layers of the communications protocols. 



, 

ETHERNET PROTOCOL (CSMAKD) CANNOT WORK ON OTHER MEDIA 

-- Fiber Technology -- Fibernet 

-- Broadband Technology(coaxia1 cable) . 

-- Mitrenet 

-- Wang n et’s Wa ng ba nd 

-- Layering permits this -- must define physical channel interface, 
but protocol is media independent. 

.. . 
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C 0 N F I G U R A B I LlTY 

ETHERNET HAS LIMITED TOPOLOGY AND TOPOGRAPHY 

I 

, 
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Coaxial Cable Segment 

a (500 M max) 

Transceiver Cable I 
< (50 M max) 

Transceiver 8 Connection 

to Coaxial Cable 

(100 max p e r  segment) 

Small Ethernet Installation 
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A A A  Segment 2 

A Medium-scale Ethernet Installation 
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ETHERNET HAS LIMITED NUMBER OF POSSIBLE ATTACHMENTS 

-1 024 attachments possible, i.e., tap locations 

--Several stations can share a tap. L 

--For example, with the Xerox 873 Communications Server -- 8192 
RS232C Ports 

--Numbers of users depends upon applications 



i 

cs FS WS ;TC 
I I 

' . -  

* 

I 

I 

ws 
I 

t 

ws . I H I 1 TC 
c L 



I .  

i 

APPLICATION COVERAGE 

ETHERNET CANNOT BE USED IN REAL-TIME PROCESS CONTROL 
APPLICATION 5 

--If “real-time” means message delivery by 0.1 sec then, may use 
Ethernet 

-- Ethernet can be used in some applications in manufacturing. 

i -- DEC and Intel briefings give more examples of Ethernet in other 
envirornen ts. 

I 
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ETHERNET IS SUITABLE ONLY FOR OFFICE APPLICATIONS 

, 

DEC intends to use Ethernet as local network for applications which 
include the off ice and traditional data processing 

Many of the companies licensed to use Ethernit are not in the office 
automation business, but are data processsing companies 

No technical reason which restricts use to off ice applications. 



A CC EPTAB I LlTY 

_- . 
0 ETHERNET HAS HAD LIMITED ACCEPTANCE BY THE BUSINESS AND 
TECHlNlCAL COMMUNITIES 

Twenty two vendors announced their intention to provide 
compatible systems 

Transceivers Five vendors 

Nine vendors Controllers 

Controller Chips Four vendors 

- 
I 

t 

Cable Three vendors 

Systems Ten vendors 

a '  

Compatible stations Ten vendors '. 
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ETHERNET IS JUST A DEVELOPMENT PROJECT AND WILL NEVER BE 
IMPLEMENTED OR INSTALLED 

.. 

TransAmerica 

Arc0 

35 other nets 
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