
Using lower bounds to approximate integrals
Thomas P. Minka
2001 (revised 2015)

Abstract

Variational lower bounds are a simple and efficient way to approximate Bayesian inte-
grals. By bounding the integrand at every point, we obtain a bound on the integral value.
Variational Bayes (Attias, 1999) and convex duality methods (Jaakkola & Jordan 1999a;
1999b) are of this type, and—as shown in this paper—so is the approximation method of
Cheeseman & Stutz (1996). In each case, EM is used to maximize the bound. The EM
updates are derived for Gaussian mixtures and multinomial mixtures with conjugate pri-
ors. Experimental results show the lower bound method to be less accurate than Laplace’s
method, but often simpler.

1 Introduction

Bayesian inference often involves difficult integrals that must be evaluated numerically. For
example, in classification we want to compute the predictive density p(c|x,D), the distribution
over class index c given new measurement x and training data D. This requires an integral over
parameters θ: p(c|x,D) =

∫

θ
p(c|x, θ)p(θ|D)dθ. In regression, we want to compute E[y|x,D] =

∫

y
y
∫

θ
p(y|x, θ)p(θ|D)dθdy. In density estimation, we want p(x|D) =

∫

θ
p(x|θ)p(θ|D)dθ, the

predictive probability of a new measurement. In model selection, we want to compute p(D|M) =
∫

θ
p(D|θ)p(θ|M)dθ, the probability of the training data given the model M , also known as the

evidence for M or likelihood for M .

The simplest and most common way to approximate such integrals is to evaluate the integrand
at a single value of θ: the estimate of θ. Maximum likelihood, maximum a posteriori, and
minimum bias/variance are typical criteria for constructing such estimates. Much effort has
gone into designing optimization algorithms for such criteria. For example, the EM algorithm
is useful for ML and MAP estimation in hidden variable models, such as mixture models and
hidden Markov models. (For simple models like Gaussians and multinomials, most integrals are
tractable so there is little excuse for using parameter estimates with such models.)

At the other extreme, we can approximate the integrals using general numerical techniques such
as interpolative quadrature and Monte Carlo. This approach is attractive since the results are
much closer to the true value of the integral. However, it is also very computationally intensive.

Between these two extremes, we can try approximating the integrand until the integral becomes
tractable. This is the approach taken in this paper. A classical instance of this is Laplace’s
method, which is based on Taylor expansion of the logarithm of the integrand (see appendix A).
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Unfortunately, Laplace’s method is unweildy in high dimensions, requiring a large matrix of
cross-derivatives. It also requires the integrand to be roughly log-quadratic, which may not be
true for likelihoods with hidden variables (see section 6), especially when near the boundary of
the parameter space.

Lower bound integration is simpler and more stable than Laplace’s method. The idea is to
bound the integrand from above or below, reducing the integration problem to an optimization
problem over the bound: making the bound as tight as possible. No parameter estimate is
needed; the quality of the integral is optimized directly. There are no problems at the boundary
of the parameter space.

Variational bounds enjoy increasing attention in the statistical learning literature. Jordan et al.
(1999) survey a variety of work on bounding posterior probabilities over hidden variables in
a graphical model, with particular emphasis on missing data. MacKay (1996) extends this to
include joint probabilities over parameters and missing data. Waterhouse et al. (1995) and
Attias (1999) show how variational bounds can approximate other Bayesian quantities such as
the evidence and predictive density. Penny & Roberts (2000) show that the performance for
model selection exceeds BIC.

This paper corrects the Gaussian mixture equations given by Attias (1999) and parallels them
with the multinomial case (MacKay, 1996). Second, it shows that the algorithms of MacKay
and Attias are EM algorithms paralleling those of Jaakkola & Jordan (1999a; 1999b).

2 EM for lower bound integration

Schematically, the procedure is as follows. We want to evaluate some integral

F =

∫

θ

f(θ)dθ (1)

We find a lower (or upper) bound g such that

f(θ) ≥ g(θ, φ) for all φ (2)

The bound is chosen so that its integral

G(φ) =

∫

θ

g(θ, φ)dθ ≤ F (3)

is tractable. The remaining task is to maximize G(φ) over φ, so that it is as close as possible
to F . We could use any optimization routine for this, but a particularly convenient choice is
EM. For an interpretation of EM as a general optimization algorithm, see Minka (1998). In
this application of EM, θ is considered a hidden variable and φ the parameter. The traditional
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role of “complete log-likelihood” is played by log g(θ, φ). The algorithm consists of iteratively
maximizing

∫

θ

q(θ) log g(θ, φnew)dθ (4)

where q(θ) =
g(θ, φold)

∫

θ
g(θ, φold)dθ

(5)

In many cases, the result looks like an EM algorithm for maximum likelihood (a maximization
over θ), except that the E-step and M-step are swapped, since θ is now a hidden variable. EM
was explicitly used to fit variational bounds by Jaakkola & Jordan (1999a; 1999b) and implicitly
used by others such as Ghahramani (1995). The “EM-like” algorithm given by Waterhouse et al.
(1995) and Attias (1999) is similar, but not identical because they reverse the E-step and M-step.

In the “variational Bayes” method (Waterhouse et al., 1995; MacKay, 1996; Attias, 1999), the
bound g(θ, φ) is defined implicitly through hidden variables. Start by writing f(θ) in terms of
h(θ,y) (y is the hidden variable):

f(θ) =

∫

y

h(θ,y)dy (6)

Apply Jensen’s inequality to get

F =

∫

θ,y

h(θ,y)dydθ (7)

≥ exp

(
∫

θ,y

q(θ,y) log
h(θ,y)

q(θ,y)
dydθ

)

(8)

as long as

∫

θ,y

q(θ,y)dydθ = 1 (9)

The variational Bayes method constrains q(θ,y) to factor into separate functions for θ and for
y:

q(θ,y) = qθ(θ)qy(y) (10)

with no other constraints on functional form. The qθ and qy functions are iteratively optimized
to maximize the value of the bound. To see that this is equivalent to (3), note that for any qy
we can solve analytically for the optimal qθ, which is

qθ(θ) =
g(θ)

∫

θ
g(θ)dθ

(11)

where g(θ) = exp

(
∫

y

qy(y) log
h(θ,y)

qy(y)
dy

)

(12)

When we substitute this qθ, the bound becomes

F ≥

∫

θ

g(θ)dθ (13)
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Here φ is the function qy, i.e. the distribution over missing data.

Lower bound integration generalizes variational Bayes since the bound does not have to be
a Jensen bound defined by hidden varables, in the same way that lower bound optimization
generalizes EM (Minka, 1998). Variational Bayes is sometimes interpreted as minimizing the
KL-divergence between an approximate and true distribution. Lower bound integration, in its
general form, does not have this interpretation.

There are other approaches to bounding an integral that do not involve bounding the integrand.
For example, we can apply Jensen’s inequality without introducing hidden variables:

∫

θ

f(θ)dθ ≥ exp

(
∫

θ

q(θ) log
f(θ)

q(θ)
dθ

)

(14)

as long as

∫

θ

q(θ)dθ = 1 (15)

To optimize the bound, we optimize q(θ) over some convenient class of densities, e.g. Gaussian.
See e.g. Barber & Bishop (1997) and Jaakkola & Jordan (1999c). This approach takes advantage
of the fact that log(f(θ)) is often easy to integrate when f(θ) is not. But this is not always
true. For the mixture problems considered in this paper, f is a product of sums, which does not
simplify under a logarithm. Consequently, this method is not used in this paper.

3 Posterior expectations

For approximating posterior expectations, we have the same options with the lower method as
we have with Laplace’s method. The expectation of f(θ) over the posterior p(θ|D) is

E[f(θ)|D] =

∫

θ

f(θ)p(θ|D)dθ =

∫

θ
f(θ)p(θ,D)dθ
∫

θ
p(θ,D)dθ

(16)

In the ratio method, we approximate each integral with a separate variational bound, as suggested
by Attias (1999). When there are many expectations to evaluate, this may be too expensive.
For example, if we want the predictive density

p(x|D) =

∫

θ

p(x|θ)p(θ|D)dθ = E[p(x|θ)|D] =
p(x,D)

p(D)
(17)

then the ratio method would require a separate integral approximation for every location x.
A simpler approach is to bound p(θ,D) once and then use the same bound to evaluate the
numerator integral for every x. This is the expectation method, since it uses expectations over a
single bound (Waterhouse et al., 1995).
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4 Bounding the evidence of a mixture

A finite mixture model has the form

p(x|θ) =
∑

c

p(x|c, θ)p(c|θ) (18)

This section focuses on bounding the evidence

p(D) =

∫

θ

p(D|θ)p(θ)dθ (19)

p(D|θ) =
∏

i

p(xi|θ) (20)

=
∏

i

(

∑

j

p(xi|ci = j, θ)p(ci = j|θ)

)

(21)

The resulting bound can also be used to approximate posterior expectations via the expectation
method (section 3).

The bound used in this section comes from Jensen’s inequality and is the usual EM bound:

p(xi|θ) ≥
∏

j

(

p(xi, ci = j|θ)

qij

)qij

(22)

where
∑

j

qij = 1 (23)

As long as the mixture components are simple, the value of the integral is now easy to compute.
The EM bound is not necessarily the best bound to use, or even a good bound to use, but it is
simple.

The running example will be a mixture of multinomial distributions. The Gaussian mixture
case is handled in section 5.

4.1 Fixed components

We start by making the component densities p(x|c) fixed so that the only parameters are the
mixing weights wj = p(c = j). For simplicity, let the prior be Dirichlet:

p(w) = D(α1, ..., αJ) (24)
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p(D) =

∫

w

p(D|w)p(w)dw (25)

p(x|w) =
∑

j

p(x|c = j)p(c = j|w) (26)

p(c = j|w) = wj (27)

p(w) = D(αj) (28)

Applying the bound gives

p(D) =

∫

w

p(w)
∏

i

∑

j

p(xi|ci = j)wjdw ≥

(

∫

w

p(w)
∏

j

w
∑

i qij
j dw

)

∏

ij

(

p(xi|ci = j)

qij

)qij

(29)
The integral evaluates to

∫

w

p(w)
∏

j

w
∑

i qij
j dw =

Γ(
∑

j αj)

Γ(N +
∑

j αj)

∏

j

Γ(αj +
∑

i qij)

Γ(αj)
(30)

There remains the issue of choosing qij. As described in section 2, we will use EM to maximize
the integral of the bound. In the notation of that section, we have

θ = {w} φ = {qij} (31)

g(θ, φ) = p(w)
∏

j

w
∑

i qij
j

∏

ij

(

p(xi|ci = j)

qij

)qij

(32)

log g(θ, φ) = log p(w) +
∑

ij

qij logwj +
∑

ij

qij log
p(xi|ci = j)

qij
(33)

As a function ofw, g has the form of a Dirichlet distribution times a scale factor. So immediately
we know that the E-step is

q(w) = D(αj +
∑

i

qij) (34)

and the M-step maximizes (using λi to enforce (23))

∑

ij

qij log
p(xi|ci = j)

qij
+
∑

ij

qij

(
∫

w

q(w) logwj dw

)

+
∑

i

λi(
∑

j

qij − 1) (35)

whose maximum is

qij ∝ p(xi|ci = j) exp(

∫

w

q(w) logwjdw) (36)
∫

w

q(w) logwjdw = Ψ(αj +
∑

i

qij)−Ψ(
∑

k

αk +N) (37)
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The resulting EM algorithm is a simple iteration since p(xi|ci = j) is fixed. If we were doing
MAP estimation for w, then the EM iteration would be

qij ∝ p(xi|ci = j)
αj − 1 +

∑

i qij
∑

k αk −K +N
(38)

so the soft assignments qij in the variational bound will be slightly different than the ones used
for MAP.

To better understand what this bound is doing, define the estimate at convergence

ŵj = exp(Ψ(αj +
∑

i

qij)−Ψ(
∑

k

αk +N)) (39)

The denominator of qij is
∑

j p(xi|ci = j)ŵj = p(xi|w = ŵ). So the likelihood of w = ŵ is

p(D|w = ŵ) =
∏

i

p(xi|w = ŵ) =
∏

ij

(

p(xi|ci = j)ŵj

qij

)qij

(40)

and we can rewrite the bound as the likelihood at w = ŵ times a correction factor:

p(D) ≥ p(D|w = ŵ)

∫

w
p(w)

∏

j w
∑

i qij
j dw

∏

j ŵ
∑

i qij
j

(41)

As the sample size gets large, the correction factor approaches 1, and ŵ approaches the MAP
estimate ofw. The approximation (41) is the same as the heuristic proposal made by Cheeseman
& Stutz (1996), when the mixture components are fixed and ŵ is used as the estimate of w.
The next section shows that this equivalence holds generally, even when the components are not
fixed. This is an interesting result because while the Cheeseman-Stutz approximation is known
to have good empirical performance (Chickering & Heckerman, 1996; Kontkanen et al., 1997),
it was not known to be a bound on the exact model evidence. This equivalence also justifies
using a smoothed estimate instead of a maximum-likelihood estimate in the Cheeseman-Stutz
approximation (Chickering & Heckerman, 1996).

4.2 Fixed weights

Now let the mixing weights be fixed and the component parameters θj be unknown. Applying
the bound gives

p(D) =

∫

θ1···θJ

∏

i

∑

j

p(xi|ci = j)p(ci = j) ≥
∏

j

Ej

∏

ij

(

p(ci = j)

qij

)qij

(42)

Ej =

∫

θj
p(θj)

∏

i

p(xi|ci = j, θj)qijdθj (43)
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For simple component densities, the integral Ej is easy to compute. It is the usual evidence
formula for that density but with weighted data. For a multinomial component where θj is a
vector of probabilities, we would have

p(xi|ci = j, θj) =
∏

k

(θjk)
N i

k (44)

where N i
k is the number of occurrences of symbol k in sample i. If the prior on θ is Dirichlet:

p(θj) = D(α1, ..., αK) (45)

then

Ej =
Γ(
∑

k αk)

Γ(
∑

k αk +
∑

ik qijN
i
k)

∏

k

Γ(αk +
∑

i qijN
i
k)

Γ(αk)
(46)

Now we use EM to optimize the qij. We have

θ = {θj} φ = {qij} (47)

g(θ, φ) =
∏

j

p(θj)
∏

ij

p(xi|ci = j, θj)qij
(

p(ci = j)

qij

)qij

(48)

log g(θ, φ) =
∑

j

log p(θj) +
∑

ij

qij log p(xi|ci = j, θj) +
∑

ij

qij log
p(ci = j)

qij
(49)

Thanks to the bound, the parameter posterior decouples: q(θ1, ..., θJ) = q(θ1) · · · q(θJ). By
inspection we see that the E-step is

q(θj) = D(M j
k) (50)

where M j
k = αk +

∑

i

qijN
i
k (51)

and the M-step maximizes

∑

ij

qij

(
∫

θj
q(θj) log p(xi|ci = j, θj)dθj

)

+
∑

ij

qij log
p(ci = j)

qij
+
∑

i

λi

(

∑

j

qij − 1

)

(52)

whose maximum is

qij ∝ p(ci = j) exp(

∫

θj
q(θj) log p(xi|ci = j, θj)dθj) (53)

∫

θj
q(θj) log p(xi|ci = j, θj)dθj =

∑

k

N i
k

(

Ψ(M j
k)−Ψ(

∑

k

M j
k)

)

(54)
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For MAP estimation, the EM algorithm would have been

qij ∝ p(ci = j)
∏

k

(

M j
k − 1

∑

k M
j
k −K

)N i
k

(55)

This iteration uses a single estimate for θj, while (53) uses the full distribution over θj . Inter-
estingly, some authors (Nigam et al., 1998; Monti & Cooper, 1999) have adopted the convention
of using

qij ∝ p(ci = j)
∏

k

(

M j
k

∑

k M
j
k

)N i
k

(56)

for the iteration, which corresponds to using a predictive estimate for θj instead of a MAP
estimate (Minka, 1999). This can be justified in terms of (53) since

exp(Ψ(M j
k))

exp(Ψ(
∑

k M
j
k))

≈
M j

k
∑

k M
j
k

(57)

As in the last section, we can define the estimate at convergence

θ̂jk = exp(Ψ(M j
k)−Ψ(

∑

k

M j
k)) (58)

The denominator of qij is p(xi|θ = θ̂). So the likelihood of θ = θ̂ is

p(D|θ = θ̂) =
∏

ij

(

p(xi|ci = j, θ̂j)p(ci = j)

qij

)qij

(59)

and we can rewrite the bound as

p(D) ≥ p(D|θ = θ̂)
∏

j

Ej
∏

i p(xi|ci = j, θ̂j)qij
(60)

which again is equivalent to the approximation of Cheeseman & Stutz (1996).

4.3 Unknown weights and components

This is a straightforward combination of the previous results. The bound is

p(D) ≥

(

∏

j

Ej

)(

∫

w

p(w)
∏

j

w
∑

i qij
j dw

)

∏

ij

(

1

qij

)qij

(61)
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The E-steps are (34) and (50). The M-step maximizes

∑

ij

qij

(
∫

θj
q(θj) log p(xi|ci = j, θj)dθj

)

+
∑

ij

qij

(
∫

w

q(w) logwjdw

)

−
∑

ij

qij log qij+
∑

i

λi

(

∑

j

qij − 1

)

(62)
whose maximum is

qij ∝ exp

(
∫

θj
q(θj) log p(xi|ci = j, θj)dθj +

∫

w

q(w) logwjdw

)

(63)

5 Mixture of Gaussians

This section derives the EM algorithm for bounding the likelihood of a mixture of Gaussians.
The handling of unknown mixture weights is identical to the previous section, so for simplicity
of exposition let the weights be fixed. The data model is

p(x|c = j,mj ,Vj) ∼ N (mj,Vj) (64)

=
1

|2πVj|1/2
exp(−

1

2
(x−mj)T(Vj)−1(x−mj)) (65)

First suppose that the variance parameter of each mixture component is known, so we only
need to integrate over the means {m1, ...,mJ}. Let’s focus on a particular component j, so that
superscript j is implicit. If the prior is conjugate:

p(m) ∼ N (m0,V0) (66)

∏

i

p(xi|ci = j,m)qij =
|2πV/K|1/2

|2πV|K/2
N (m; x̄,V/K) exp(−

1

2
tr(SV−1)) (67)

where K =
∑

i

qij (68)

x̄ =
1

K

∑

i

qijxi (69)

S =
∑

i

qij(xi − x̄)(xi − x̄)T (70)

The bound is (42) with

Ej =

∫

m

p(m)
∏

i

p(xi|ci = j,m)qijdm (71)

=
1

|2πV|(K−1)/2 Kd/2
N (x̄;m0,V/K +V0) exp(−

1

2
tr(SV−1)) (72)
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where d is the dimensionality of x. The terms in m are N (x̄,V/K)N (m0,V0), so E-step is

Vm = ((V/K)−1 +V−1
0 )−1 = (V/K)(V/K +V0)

−1V0 (73)

m̂ = Vm((V/K)−1x̄+V−1
0 m0) (74)

q(m) ∼ N (m̂,Vm) (75)

The M-step is (53) with
∫

m

q(m) log p(xi|ci = j,m)dm = (76)

−
1

2
log |2πV| −

1

2
E[(xi −m)TV−1(xi −m)] = (77)

−
1

2
log |2πV| −

1

2
(xi − m̂)TV−1(xi − m̂)−

1

2
tr(VmV

−1) (78)

Again, this corresponds to a simple correction of the usual MAP iteration for m. The correction
is −1

2
tr(VmV

−1), which for large V0 (a noninformative prior) is − d
2K

. It gives extra weight
to big clusters, whose means are well-defined. In doing so, it will reduce the total number
of clusters used in the model. To understand why this should be so, note that there are two
competing factors which define the area of a bound: the height of the bound and the width of
the bound. For maximum height, we should use MAP. For maximum width, we should assign
all points to one cluster, leaving the other clusters unconstrained by the data (less constraints
imply a wider distribution). The bound with maximum area is therefore a compromise between
these extremes. See section 6 for examples.

Now let the means be known and variances unknown. We need to integrate over {V1, ...,VJ}.
If the prior is conjugate:

p(V) ∼ W−1(S0, N0) (79)

=
1

Γd(N0/2) |V|(d+1)/2

∣

∣

∣

∣

V−1S0

2

∣

∣

∣

∣

N0/2

exp(−
1

2
tr(V−1S0)) (80)

Γd(n/2) = πd(d−1)/4

d
∏

i=1

Γ((n+ 1− i)/2) (81)

The bound is (42) with (omitting superscript j)

Ej =

∫

V

p(V)
∏

i

p(xi|ci = j,m)qijdV (82)

=

∫

V

p(V)
1

|2πV|K/2
exp(−

1

2
tr(SmV

−1))dV (83)

=
Γd((K +N0)/2)

πKd/2Γd(N0/2)
|S0|

N0/2 |Sm + S0|
−(K+N0)/2 (84)

Sm =
∑

i

qij(xi −m)(xi −m)T (85)
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The E-step is

q(V) ∼ W−1(Sm + S0, K +N0) (86)

For the M-step, we use
∫

V

q(V) log p(xi|ci = j,V)dV = −
d

2
log(2π)−

1

2
E[log |V|]−

1

2
(xi −m)TE[V−1](xi −m) (87)

E[log |V|] = log |Sm + S0| − d log(2)−
d
∑

i=1

Ψ((K +N0 + 1− i)/2) (88)

E[V−1] = (K +N0)(Sm + S0)
−1 (89)

A MAP iteration would be the same except (88) is replaced by

log |Sm + S0| − d log(K +N0 + d+ 1) (90)

and (89) is replaced by (K +N0 + d+ 1)(Sm + S0)
−1. The difference between (88) over (90) is

a preference for bigger clusters, just as in the previous case.

Now let both means and variances be unknown. If the prior is conjugate:

p(m,V) ∼ N (m;m0,V/K0)W
−1(V;S0, N0) (91)

The bound uses

Ej =

∫

m,V

p(m,V)
∏

i

p(xi|ci = j,m,V)qijdmdV (92)

=

∫

V

p(V)

|2πV|K/2

(

K0

K +K0

)d/2

exp(−
1

2
tr(ŜV−1))dV (93)

=
Γd((K +N0)/2)

πKd/2Γd(N0/2)

(

K0

K +K0

)d/2

|S0|
N0/2

∣

∣

∣
Ŝ

∣

∣

∣

−(K+N0)/2

(94)

Ŝ = S+ S0 +
K0K

K0 +K
(x̄−m0)(x̄−m0)

T (95)

The E-step is

m̂ = (K +K0)
−1(Kx̄+K0m0) (96)

q(m,V) ∼ N (m; m̂,V/(K0 +K))W−1(Ŝ, K +N0) (97)

The parameter posterior decouples across the classes. For the M-step, we use
∫

m,V

q(m,V) log p(xi|ci = j,m,V)dmdV = (const.)−
1

2
E[log |V|]−

1

2
E[(xi −m)TV−1(xi −m)] (98)

E[log |V|] = log
∣

∣

∣
Ŝ

∣

∣

∣
− d log(2)−

d
∑

i=1

Ψ((K +N0 + 1− i)/2) (99)

E[(xi −m)TV−1(xi −m)] = (K +N0)(xi − m̂)TŜ−1(xi − m̂) + d/(K0 +K) (100)
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6 Results

This section tests the accuracy of these bounds and notes some general trends. In particular,
while Chickering & Heckerman (1996) found that the Cheeseman-Stutz approximation (i.e. these
bounds) is comparable to Laplace’s method, the results here suggest that Variational Bayes (VB)
is inferior except in special cases.

6.1 Gaussian mean

Consider a mixture of two Gaussians with all parameters fixed except m1:

p(x|m1) =
1

2
N (x;m1, 1) +

1

2
N (x; 0, 1) (101)

p(m1) ∼ N (0, 100) (102)

Ten points are sampled from this model, withm1 = 2. For this data,
figure 1 plots the exact posterior for m1 versus the optimal varia-
tional bound. The table on the right gives the evidence estimate
from each approximation, as a percentage of the exact evidence.
For large N like 1000, the absolute error of the bound goes to zero.
However, the percentage covered by VB remains about the same.

Evidence
Exact 100%

Laplace 94%
VB 83%

MAP 82%
Hard 1%

m
-2 -1 0 1 2 3 4

p(
m

,D
)

Exact
Laplace
VB
MAP
Hard

m
-2 -1 0 1 2 3 4

lo
g 

p(
m

,D
)

Exact
Laplace
VB
MAP
Hard

Figure 1: Exact joint p(m1, D) versus different bounds and the Laplace approximation for a
Gaussian mean. On the right is the logarithm of the joint, log p(m1, D), and the bounds. The
number of samples was N = 10 using m1 = 2.
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A useful point of comparison is Laplace’s method. The relevant derivatives are (see appendix A)

gi1 = xi −m1 gi2 = 0 Hi1 = −1 Hi2 = 0
d2 log p(m1)

(dm1)2
= −1/100 (103)

H = −1/100−
∑

i

qi1 +
∑

i

qi1(1− qi1)(xi −m1)2 (104)

Laplace’s method does not give a guaranteed bound, but the fit and evidence approximation is
quite good.

As mentioned earlier, the bound iteration (53) is similar to MAP iteration, especially when N
is large. For this example, the soft assignments qij computed by MAP are very similar to those
computed by (53). The posterior bound resulting from the MAP q’s is indistinguishable from
VB in figure 1. This is a useful fact since algorithms for MAP EM are widely available.

Another way to bound the evidence is to use the best set of hard assignments, instead of the
soft assignments used by EM. This approach was taken by Vaithyanathan & Dom (1999). The
hard assignments can be optimized by K-means, which is much faster than EM. However, the
bound is much worse, as shown in figure 1 and the table.

The key difference between VB and MAP is illustrated in figure 2 for N = 1. Since there is only
one data point, which is reasonably close to the second mixture component, VB chooses to give
all weight to that component, that is qi2 = 1, leaving m1 unconstrained by the data. This gives
the bound maximum area. It also corresponds to a simpler model since only one component
is used. The MAP bound, by contrast, always makes contact with the posterior at its mode.
It achieves maximum height, but not maximum area. Both mixture components are used: the
soft assignment is qi2 = 0.3. Laplace’s method does the same thing, since it is equivalent to the
MAP bound in this case.

m
-5 0 5 10

p(
m

,D
)

Exact
Laplace
VB
MAP
Hard

Figure 2: Same as figure 1 but the dataset contained a single sample at x = 1.
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Figure 3: The evidence estimate of the lower bound method vs. Laplace’s method for two
Gaussian means, divided by the exact evidence. Each point represents an average over ten runs
where one thousand data points were sampled from a mixture with m1 = −m2. The curve for
the MAP bound is essentially identical to that for the optimal bound.

Now let both means be free parameters:

p(x|m1,m2) =
1

2
N (x;m1, 1) +

1

2
N (x;m2, 1) (105)

p(m1) ∼ N (−1, 100) p(m2) ∼ N (1, 100) (106)

One hundred points are sampled from this model, with m1 = −m2. Figure 3 plots the evi-
dence estimate of lower bound integration and Laplace’s method, for various values of m2. The
asymmetric prior ensures a unique posterior mode, but there are still two distinct local maxima,
corresponding to a swap of m1 and m2. Since the bound is unimodal, only one of these local
maxima will be modeled. This is why both methods are consistently off by 2 when the means
are well separated (m2 is large). See figure 4.

When the means are not well separated, both methods degrade, but for different reasons. The
variational bound does poorly because it doesn’t capture the correlation between m1 and m2 in-
duced by the data; the EM bound (22) always decouples the parameters for different components.
(This is also the reason why EM is sometimes slow to converge.) Even though the posterior is
elongated, the variational bound remains spherical and thus misses a lot of the area. Laplace’s
method doesn’t have this problem because it captures correlations via the Hessian matrix. But
Laplace’s method suffers from near-singularity of the Hessian matrix as the two maxima get
close together and merge. This is why it overestimates the area. A possible fix for both meth-
ods is to change the parameterization from (m1,m2) to (s = (m1 +m2)/2, t = (m1 −m2)/2), as
suggested by Robert & Mengersen (1999) for sampling purposes.
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Figure 4: Contours of the exact joint p(m1,m2, D) (left), the optimal bound (middle), and the
Laplace approximation (right), with the exact joint dotted underneath. The top row uses one
hundred data points from (m1 = −1/2,m2 = 1/2) and the bottom row from (m1 = 0,m2 = 0).
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v,

D
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Exact
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Figure 5: Exact joint p(m1, D) (solid) versus the optimal bound (dashed) and the MAP bound
(dash-dot) for a Gaussian variance. The number of samples was N = 10 using v1 = 1.

6.2 Gaussian variance

Now consider a mixture of two Gaussians with all parameters fixed except v1:

p(x|v1) =
1

2
N (x; 0, v1) +

1

2
N (x; 2, 1) (107)

p(v1) ∼ W−1(0.01, 0.01) (108)

Ten points are sampled from this model, with v1 = 1. For this
data, figure 5 plots the exact posterior for v1 versus the approxima-
tions. The table on the right gives the evidence estimate from each
approximation, as a percentage of the exact evidence. The MAP
bound, which touches the peak, misses some of the area since the
density is skewed. For N = 1000, VB still only captures around
80% of the total evidence.

Evidence
Exact 100%

Laplace 98%
VB 88%

MAP 85%

Laplace’s method is done via the parameterization v′ = log(v1). The Jacobian is v1, and the
relevant derivatives wrt v′ are:

gi1 = −
1

2
+

x2
i

2v1
gi2 = 0 Hi1 = −

x2
i

2v1
Hi2 = 0

d2 log p(v1)

(dv′)2
= −

0.01

2v1
(109)

H = −
0.01

2v1
−
∑

i

qi1
x2
i

2v1
+
∑

i

qi1(1− qi1)

(

−
1

2
+

x2
i

2v1

)2

(110)

The location of the expansion is the MAP value of v′, not v1. It can be computed via the
usual MAP iteration for v1 but with the effective prior p(v1) ∼ W−1(0.01, 0.01 − 2), which
is (108) times the Jacobian. The lead term p(D, θ̂) in Laplace’s method must also incorporate
the Jacobian.
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6.3 Gaussian mean and variance

Now let both m1 and v1 be free:

p(x|m1, v1) =
1

2
N (x;m1, v1) +

1

2
N (x; 2, 1) (111)

p(m1|v1) ∼ N (0, 100v1) (112)

p(v1) ∼ W−1(0.01, 0.01) (113)

One hundred points are sampled from this model, with (m1 =
0, v1 = 1). The exact joint and its approximations are shown in
figure 6. The table on the right gives the evidence estimate from
each approximation, as a percentage of the exact evidence. As in
the case of Gaussian means, VB is loose because it doesn’t capture
the correlation between m1 and v1.

Evidence
Exact 100%

Laplace 98%
VB 54%

MAP 54%

For Laplace’s method, the relevant derivatives are (using v′ = log(v1))

gi1 =

[

xi−m1

v1

−1
2
+ (xi−m1)2

2v1

]

gi2 = 0 (114)

Hi1 = −

[

1
v1

xi−m1

v1
xi−m1

v1
(xi−m1)2

2v1

]

Hi2 = 0 (115)

d2 log p(m1, v1)

d[m1v′]Td[m1v′]
= −

[

1
100v1

m1

100v1

m1

100v1
(m1)2+1
200v1

]

(116)
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Figure 6: Contours of the exact joint p(m1, v1, D) (left), the optimal bound (middle), and the
Laplace approximation (right), with the exact joint dotted underneath. One hundred data
points were sampled from (m1 = 0, v1 = 1).
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A Laplace’s method

Laplace’s method is based on the Taylor expansion

log p(D, θ) ≈ log p(D, θ̂) + gT(θ − θ̂) +
1

2
(θ − θ̂)TH(θ − θ̂) + · · · (117)

g =

(

d log p(D, θ)

dθ

)

θ=θ̂

(118)

H =
d2 log p(D, θ)

dθdθT

∣

∣

∣

∣

θ=θ̂

(119)

If we choose θ̂ to maximize the joint density, or equivalently the posterior for θ, then the
second term disappears and we get

p(D, θ) ≈ p(D, θ̂) exp(
1

2
(θ − θ̂)TH(θ − θ̂)) (120)

p(D) =

∫

θ

p(D, θ)dθ ≈ p(D, θ̂)(2π)rows(H)/2 |−H|−1/2 (121)

The Hessian matrix H is guaranteed to be negative semidefinite if θ̂ is a maximum. Singular
H can usually be avoided by choosing the right parameterization. To compute H for a mixture
density, define

gij =
d log p(xi, ci = j|θ)

dθ
(122)

Hij =
d2 log p(xi, ci = j|θ)

dθdθT
(123)

qij = p(ci = j|xi, θ) =
p(xi, ci = j|θ)

∑

k p(xi, ci = k|θ)
(124)

Then

log p(D, θ) = p(θ) +
∑

i

log(
∑

j

p(xi, ci = j|θ)) (125)

d log p(D, θ)

dθ
=

d log p(θ)

dθ
+
∑

ij

qijgij (126)

d2 log p(D, θ)

dθdθT
=

d2 log p(θ)

dθdθT
+
∑

ij

qijHij +
∑

ij

qijgijg
T
ij −

∑

i

(

∑

j

qijgij

)(

∑

j

qijgij

)T

(127)

By comparison, the Hessian of the EM bound (22) is (Minka, 1998)

d2 log g(θ, q)

dθdθT
=

d2 log p(θ)

dθdθT
+
∑

ij

qijHij (128)

though in that case q is a parameter of the bound and need not correspond to (124).
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B Moments of a Normal-Wishart density

The density is

p(m,V) ∼ NW−1(m0, K,S, N) (129)

= N (m;m0,V/K)W−1(V;S, N) (130)

The moments are

E[V−1] = NS−1 (131)

Em[mmT] = V/K +m0m
T
0 (132)

E[mTV−1m] = E[tr(V−1mmT)] (133)

= E[d/K +mT
0V

−1m0] (134)

= d/K +NmT
0 S

−1m0 (135)

E[log |V|] = log |S/2| −
d
∑

i=1

Ψ((N + 1− i)/2) (136)

To prove (131), start with

∫

V≥0

W−1(V;S, N)dV =

∫

V≥0

1

Γd(N/2) |V|(d+1)/2

∣

∣

∣

∣

V−1S

2

∣

∣

∣

∣

N/2

exp(−
1

2
tr(V−1S))dV = 1 (137)

Take the derivative of both sides with respect to S:

∫

V≥0

(

N

2
S−1 −

1

2
V−1

)

W−1(V;S, N)dV = 0 (138)

NS−1 − E[V−1] = 0 (139)

To prove (136), start with

∫

V≥0

1

|V|(d+1)/2

∣

∣

∣

∣

V−1S

2

∣

∣

∣

∣

N/2

exp(−
1

2
tr(V−1S))dV = Γd(N/2) (140)

Take the derivative of both sides with respect to N :

1

2

∫

V≥0

log |V−1S/2|

|V|(d+1)/2

∣

∣

∣

∣

V−1S

2

∣

∣

∣

∣

N/2

exp(−
1

2
tr(V−1S))dV =

1

2
Γd(N/2)

d
∑

i=1

Ψ((N + 1− i)/2)

(141)

E[log
∣

∣V−1S/2
∣

∣] =
d
∑

i=1

Ψ((N + 1− i)/2) (142)
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