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SUMMARY

I believe the report greatly underestimates the position and underlying strength of the Japanese in regard to Supercomputers.  The report fails to make a substantive case about the U. S. position, based on actual data in all the technologies from chips (where the Japanese clear lead) to software engineering productivity.

The numbers used for present and projected performance appear to be wildly optimistic with no real underlying experimental basis.  A near term future based on parallelism other than evolving pipelining is probably not realistic.

The report continues the tradition of recommending that funding science is good, and in addition everything be funded.  The conclusions to continue to invest in small scale fundamental research without a prioritization across the levels of integration or kinds of projects would seem to be of little value to decision makers.  For example, the specific knowledge that we badly need in order to exploit parallelism is not addressed.  Nor is the issue of how we go about getting this knowledge.

My own belief is that small scale research around a single researcher is the only style of work we understand or are effective with.  This may not get us very far in supercomputers.  Infrastructure is more important than wild, new computer structures if the "one professor" research model is to be useful in the supercomputer effort.  While this is useful to generate small startup companies, it also generates basic ideas for improving the Japanese state of the art.  This occurs because the Japanese excel in the transfer of knowledge from world research laboratories into their products and because the U.S. has a declining technological base of product and process (manufacturing) engineering.

The problem of organizing experimental research in the many projects requiring a small laboratory (Cray‑style lab of 40 or so) to actually build  supercomputer prototypes isn't addressed; these larger projects have been uniformly disastrous and the transfer to non‑Japanese products negligible.

Surprisingly, no one asked Seymour Cray whether there was anything he wanted in order to stay ahead.  (It's unclear whether he'd say anything other than getting some decent semiconductors and peripherals, and to be left alone.

Throughout the report I attempt to give specific action items, and the final section on HOW TO FORWARD gives some heuristics about projects together some additional actions items.

I have commented on the existing report, using its structure because of a personal time constraint.  Hopefully, my comments don't conflict too much with one another or are too vague.  If they are, I apologize. I would like to rewrite the report to make it more clear and concise. Or in the words of somebody: "I wrote a long letter because I didn't have time to write a short one".

(COMMENTS ABOUT THE) INTRODUCTION

The second two sentences are fallacious and unfounded; from them follow faulty conclusions.  Supercomputers aren't that fast today, nor are they increasing in speed rapidly over the last decade.  The report lacks substance and detail, e.g. it doesn't differentiate between MIPS, MOPS or MFLOPS and the notion of peak and average.   Note these data:
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The above data should not be used for conclusions without more basic understanding; it is all I had immediately available.  If the Crays run at a much slower then the above average rate, averaged over an entire day, then this would strongly argue for simple, cheap 10 mip machines to front end and offload everything that can't run in a highly parallel fashion.

The committee was very unclear about what kind of operations are desired.  Is it having:

ADVANCE \L 387.80.
the greatest MIPS for just a few problems and national prestige?

ADVANCE \L 470.80.
a much larger number of MIPS for researchers who now get by sharing a Cray?

ADVANCE \L 564.80.
or is it simply having some reasonable fraction of a Cray at a much lower cost?

In general, I took the problem to be one of national prestige and having something that computes faster than anything else.  On the other hand, if it's to provide lots of effective cycles, I would urge us to terminate all existing, complex architectures used for building microprocessors and to make available a simple, very fast, hardwired processor such as Hennessey's MIPS or Patterson's RISC chip but with floating point and memory management.

It is quite likely that the basic approach to multiple pipelines to increase M (in SIMD) is risky when you look at delivering either more or the most cost‑effective operations.  Given our poor understanding of multiprocessor for parallelism, much work is needed in order to get anything reasonable out of a multiprocessor, let alone a multi‑processor, multi‑pipelined machine.  Based on large differences among peaks and long term averages, much basic and applied work in compilers needs doing now; as such research is required.

ACTION: Data suggests there are at least these problem areas:

.
understanding about existing machine performance,

.
fundamental work on compilers to utilize current pipelined machines (especially for non‑floating point work), and

.
alternative machines and structures to get around what appears to be poor utilization of expensive resources.  (Here, I think several startups may be addressing this.)

ACTION: Given the Fujitsu and Hitachi are IBM compatible and should perform very well for a more general load, particularly ones requiring a large virtual memory, I believe we should urge the National Labs to take delivery of one of these machine at the earliest possible time in order to proceed with this understanding. Time should be available for computer science.

RISKS IN PREDICATING THE FUTURE OF SUPERCOMPUTERS ON PARALLELISM:

While I concur, the report is unconvincing because results to date are sparse.  Note:

Existing Pipelined Computers.  It would appear that fundamental work is still required in order to design and exploit these computers, especially when multiple pipelines are used.

Real, Experimental Machines.  The only, experimental evidence for parallelism (that I'm aware of):

ADVANCE \R 1036.30.
C.mmp and Cm* multiprocessors at CMU showed that many problems could be solved giving near linear speedup, but NO general results were obtained; Several multiprocessors are entering the market (Dennelcor, Elexi, and Synapse), and many more are coming, based on the commodity micros.  Clearly the Dennelcor machine should have produced some useful results to demonstrate parallel processing; I know of now.

ADVANCE \R 612.35.
Manchester's Dataflow machine works for a few "toy" problems that were laboriously coded;  I am unconvinced that general purpose Dataflow Machines will provide high performance‑‑ i.e. be useful for supercomputers.  I am completely convinced that it will NOT be cost‑effective.  Dataflow structured hardware may be the right way to control signal processors!  It may be possible to use a Dataflow language to extract parallelism for pipelined, multiprocessors and multicomputers ‑‑‑ but alas, NO ONE is working on what should be the first thing to understand about dataflow!

ADVANCE \R 20.30.
Fisher, at Yale has a compiler that can exploit the parallelism in array processors;  He is continuing, by building a machine along these lines which he believes will provide parallelism up to 10 using a single, wide instruction to control parallel execution units.  The work is convincing‑‑and he may have a reasonably, super, computer.

ADVANCE \L 335.60.
IBM built the Yorktown Simulation Engine and showed that logic simulation can be run with a special purpose multiprocessor oriented to simulation; and

ADVANCE \L 504.65.
Fox and Seitz built a 64 computer Hypercube which has been used for various physics applications.  This looks extremely promising because the machine hardware is so trivial.  Larger machines are in progress.  We need to understand its general applicability.

"In Progress" Machines That Promise Great Parallelism.  These include:

ADVANCE \L 852.65.
MIT's Connection Machine being funded by DARPA and built at Thinking Machines Corp;  This is a fascinating SIMD machine that has 64K processing elements with extensions to IM.  While originally designed for AI, it appears to be suitable for arithmetic calculations.

ADVANCE \L 1136.60.
Systolic Array Processors;  Several machines are in progress, including one by Kung.  It is unclear whether a systolic organization of a dozen or so pipelined processing elements can either be controlled (programmed) or have a rich enough interconnections structure for more than a few applications.

ADVANCE \L 1454.60.
MIT Dataflow Projects;  The whole dataflow area needs review.

Inoperative or Poor Experimental Machines.  There are at least twice as many machines which yielded either poor or no experimental evidence about parallelism.  Some are published, but few describe the failures so that others may profit from their mistakes.  Some that are continuing should be stopped to free valuable resources!

Conjecture Machines.  There are at least a factor of ten more machines that are irrelevant for anything other than tenure and miss‑training graduate students.

Especially distressing is the work on large scale and ultra large scale multiprocessors with thousands of processors because we have only sparse data and no understanding now of whether multiprocessors really work.  Resources are needed to work on both the general problem and specific applications involving a dozen to a hundred using existing machines.  We can always build a 1000 processor system if we can find out that they "work."

(1) PURSUE ALL DESIGNS LIKELY TO SUCCEED IN ANY BIG WAY

This simply is and can not be implemented.  We have two cases:

ADVANCE \R 1349.50.
our potential talent is being wasted on examining structures that look interesting because they can be built using VLSI; and

ADVANCE \R 1206.45.
we are not working on the structures that must be built and understood, or those which we have but don't understand well enough to apply broadly.

Poor Work.  There's probably no way to outlaw or manage poor work, but funding for it could be stopped.  The only reason to worry this is that there's so much real work to do!  I would like to take a budgetary "chain saw" to cut tree, grid, and other partially connected structures, as well as banyan and perfect shuffle switches etc. that claim to provide anything useful for computing.  None of these have either systems software or applications understanding behind them; they are only interesting because they may some day be buildable and are publishable.   This work (similar to associative memory research) yields about 10 to 20 micropapers per research dollar with absolutely no use for any future (10‑20 years) timeframe.  The work can be easily re‑invented anytime, by anyone and usually is in every 5‑10 year increments.

Potential, Good Work.  Supporting a major supercomputer project within a university or government laboratory across hardware, software and systems applications has shown to have been impossible.  A major, large project of this type requires on the order of 30‑40, focused, well‑led researchers and engineers.  The machines are important to build; universities have many of the "right" people to build them but lack leadership, hardware and software engineering discipline, skills and facilities to build them.  Companies have few people with the vision (willingness to accept risk), or ability to do much of the research to carry them out.  A combination of the two institutions is somehow needed.  The IBM‑CMU Development Laboratory is one interesting experiment for building large systems.  Also, Entrepreneurial Energy, released by Venture Capital may be an alternative way to carry out these projects... but Venture Capital alone is very un‑venturesome.

Great Individual Researcher or Small Team Work.  Universities are incredibly cost effective for building systems where a single professor or group can work on a project with a dozen or so students. The work on non‑microprogrammed processors (RISC and MIPS), Cal Tech's Hypercube, the SUN Workstation forming SUN Microsystems, Clark's Geometry Engine forming Silicon Graphics, the LISP Machine as the basis for Symbolics and the LISP Machine Company, Scald as the basis of Valid Logic, etc. are all examples of this kind of work.

Nearly ALL of the great ideas for modern CAD on which today's VLSI is based seem to emanate from the individual professor‑based projects (Cal Tech, Berkeley, Stanford, MIT ... Mead's VLSI design methodology, the silicon compiler, Supreme, Spice, etc.).  This software has either moved directly to use (e.g. Supreme, Spice) or been the basis of a startup company (eg. Valid and Silicon Compilers) to exploit the technology.

ACTION: I would like to limit poor work, fund the great work in small projects where results and people are proven, and find someway to address the large projects where past results have been almost universally disastrous and poor.  It is essential to get small projects surrounding large systems; these are likely to produce very good results.

(2) GET DESIGNS INTO THE HANDS OF USERS NOW

ACTION: I concur.  We need to immediately engage in working (experimentally) on parallelism at the systems software and applications levels right now, using real, existing computers.  Both multicomputers (the Seitz‑Fox Hypercube) and multiprocessors (Dennelcor, Elexsi, Synapse) can be placed in universities almost immediately to start this work.

(3) ACCELERATE COMMERCIAL DESIGNS INTO PRODUCTION

Several methods can be used to accomplish this provided there is anything worth producing:

ADVANCE \R 1347.65.
Great, Individual Researcher doing seminal work (works well)

ADVANCE \R 1268.60.Cray‑style Laboratory (untried, except by Cray)

ADVANCE \R 1203.65.
Large project in small scale research environment (typical, but poor)

ADVANCE \R 1115.60.
NASA‑style Project (multiple, interconnected projects) (used effectively by DARPA for very well‑defined, focused projects... requires a prime contractor)

ADVANCE \R 943.65.
Consortia of multiple companies or universities (current fad)

ADVANCE \R 863.60.
Industry‑University Partnership (on premise or dual labs) (Could be effective, provided universities permit them.)

The committee could have examined these alternatives and developed some heuristics about the kind of projects that are likely to be successful based on real data about past work.

(COMMENTS ON) SPECIFIC TECHNOLOGICAL AREAS

The report examines the constituent technologies for supercomputers in a less than quantitative, friendly, fashion.  The US has only one, unique resource for building supercomputers, Seymour Cray; hopefully the ETA Lab of CDC will be a backup.  Without him, supercomputers wouldn't exist.  In order to provide backup to the well funded, well organized, super hardware technology based Japanese efforts, much fundamental AND applied work is required, to be followed by exceptional hardware, software and manufacturing engineering.

CHIP TECHNOLOGY

U. S. chip technology available through conventional semiconductor companies and computer companies outside of IBM doesn't appear to be relevant to supercomputers.  Chip technology lag with respect to Japan is increasing because all major Japanese suppliers are working hard across the board in all technologies, including significant efforts in sub‑micron research.  Note:

ADVANCE \L 415.30.
basic CMOS for RAM and gate arrays; Japan is several years ahead because suppliers were slow to make the transition from NMOS to CMOS.  America's only serious gate array supplier, LSI Logic is Toshiba based.

ADVANCE \L 641.30.
high speed circuits based on HEMT, GaAs and conventional ECL; The Japanese continue to increase the lead in today's ECL gate array circuits, and they continue to build and describe the highest speed circuits (ISSCC).

ADVANCE \L 876.35.
state of the art, microprocessor peripherals;  While not directly relevant to supers this does indicate the state of the art.  Many of the major chips are designed in Japan such as the NEC graphics controller for the IBM PC.

ADVANCE \L 1119.35.
conventional microprocessors.  These are dominated by U. S. "Semicomputer" manufacturers quite likely because the Japanese are unwilling to make the investments when the leverage is so low.  These architectures are clearly wrong for today's systems.  All manufacturers need to abandon their current architectures!  This would provide much more scientific operations than any supercomputer effort.

ADVANCE \L 1535.30.
Computer Aided Design of VLSI.  This area has been developed by U. S. Universities.  The programs move rapidly across all borders, creating an even more powerful industry in Japan. This work aimed at small systems could be extended for supercomputers.

ACTION: It is heartening to see real research being carried out at the chip level now by Berkeley, MCNC, MIT, and Stanford.   Unfortunately, all of this work is aimed at lower cost systems.  A U.S. supplier of high performance chips for supercomputers is needed.

PACKAGING

Packaging is vital for supercomputers.  Cray's creative packaging has been in large part, the reason why his computers remain at the forefront.  IBM is able to fund the large "Nasa‑style" projects for packaging large scale computers, but it is unclear that this packaging is suitable for building supercomputers.  It clearly cannot be used outside of IBM.  Hopefully, Cray will come up with something again.

ACTION: With the demise of Trilogy's Wafer Scale Integration, we have lost the possibility of a major lead.  If it is important to have Wafer Scale Integration, we should encourage Trilogy to work with the Japanese.  If we are concerned that Cray's next package is inadequate, then an effort should be considered.

ELECTRO‑OPTICAL TECHNOLOGIES

The report omitted this important area.  This offers potential both for computation and for interconnections.

DISK TECHNOLOGY

The report fails to acknowledge the fact that the U. S. is only leading in the production of low cost, 5" winchester disks.  A recent, innovative U. S. designed disk is in the process of being transferred to Japan for manufacturing because U. S. manufacturing technology is lagging.

ACTION: The Fujitsu Eagle provides the greatest real density.  Only a few universities such as the University of Minnesota are doing fundamental work in magnetics; the Japanese have graduate students in these labs.  We simply need research in magnetics to regain the lead coupled with a major effort in manufacturing engineering.

ACTION: It was heartening to learn that a very high speed optical disk would be available in the next few years.  However, one should point out that the current optical disk was invented by MCA, but had to be taken to  Europe and Japan for manufacture.  My skeptical guess is that it is just a demonstration, like the vast number of past demos by large, military contractors whose main goal is funding, not science or products.  If, indeed there is a "breakthrough" optical disk, then we should make every effort to support and exploit it.

CURRENT AND NEW COMPUTER ARCHITECTURES

The first statement of this section claims:

ADVANCE \L 267.15
"During the next five years, new types of machines based on large‑scale parallelism ... thousands ... will appears along side today's high end computers ... these machines will progressively supplant present designs in some market sectors."

This statement finally destroys any of the report's remaining credibility through wild optimism.  Although I strongly believe in an emerging class of multiprocessors and multicomputers using possibly a few hundred processors, I don't see this as a serious alternative to supercomputers for general purpose computation in the next 5 or 10 years.

The section on New Parallel Supercomputer Designs leaves open the door to magic whereby with a small amount of intellectual work, one obtains vast payoff, leaving the "competitor" surprised.  Unfortunately, any design of this type that emerges quickly is easily replicated, and either doesn't work at all or works for only a limited set of applications.  There are no easy roads to success.  All the parallel machines are going to be tough to build and program.  Selected, special purpose function machines can be useful and should be encouraged as an alternative path to understand generality.  For example, a dataflow controlled multiple (array) processor may be able to deliver vast amounts of ops or flops, but for selected functions.

SPECIAL PURPOSE COMPUTING

The ability to rapidly construct systems in silicon may be the best way to provide cost‑effective solutions to a wide range of problems. This process, I call VLSIzation is coming along nicely, but should be better understood and extended to high performance technology.

COMMUNICATIONS TECHNOLOGY

LANs will cause higher speed LANs to be required.  With the widescale availability of Ethernet, hopefully other standards that operate an order of magnitude faster will be forthcoming.  These will require significantly better interfaces between the link, processor and various levels of system software.  In affect, this is "spatial parallelism" or distributed processing.

Clearly we need an upgraded ARPAnet to carry large files and videoconferencing.

ALGORITHMIC AND SOFTWARE ISSUES

This section of the report underestimates the need for changes to languages to express parallelism, including the possibility of using a Dataflow language.  Also, neglected is the possibility of using expert systems for organizing problems for parallel execution... but in order to accomplish this, we need much more experience.

EFFORTS ABROAD

We need to couple into the British for ideas and fundamental advances, and could couple to the Japanese for semiconductors, other hardware technology, manufacturing, and engineering.

ARTIFICAL INTELLIGENCE ISSUE

This effort needs to be co‑ordinated so that the fixed resources capable of building fast systems can be effectively employed toward either or both numeric and/or symbolic problems.  It should be pointed out that the Japanese manufacturers are well along in having both fast and low cost LISP Workstations.

HOW TO MOVE FORWARD (Bell Heuristics)

In general, I believe it is important to:

ADVANCE \R 562.951.
Narrow the choice of architectures that are to be pursued. There are simply too many poor ones, and too few that can be adequately staffed.

2.
Fund only competent, full‑time efforts where people have proven ability to build hardware and software systems.  These projects should be carried out by full‑time people, not researchers who are servicing multiple contracts and doing consulting.  New entrants can spend a year or two to demonstrate competence by actually building something!

3.
Have competitive proposals and projects.  If something is really an important area to fund in the first place, then have two projects with forced intermediate progress information exchange.

4.
Fund balanced hardware/software/systems applications.  Doing architectures without user involvement (or understanding) is sure to produce useless toys.

5. Recognize the various types of projects and what the various organizational structures are likely to be able to produce.

6.
A strong infrastructure of chips to systems to support individual researchers will continue to produce interesting results.  These projects are not more than a dozen people because professors don't work for or with other professors very well.

7. There are many existing multicomputers and multiprocessors that could be delivered to universities to understand parallelism before we go off and build really large multis.

8.
It is essential to get the Cray X‑MP alongside the Fujitsu machine in a computer science setting in order to understand the two approaches and also to work on the parallelism associated with multiple processor, multiple pipeline machines.

ADVANCE \L 1356.0GB15.6

