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Proof of the Theorem

Let m, r1, ..., 7%, p, nand lq, ..., [; be variables distinct from the variables
of v and v, let r equal (ry,..., k), and [ equal (ly,...,[;). We also let u
denote a k-tuple of bound variables, distinct from all the other variables.

We first define a temporal formula H¢ which asserts that b and ¢ are
history variables chosen as follows. The initial condition ¢ asserts, and
it will remain true forever, that ¢ is an infinite sequence of elements of 7
in which each element appears infinitely many times. (Such a sequence
exists because Z is at most countably infinite.) The inital value of b doesn’t
matter; we take it to be an arbitrary element of Z. We choose b’ to be the
first element 7 in the sequence ¢ such that the current step is a F' A B; step.
We define ¢’ to be the sequence obtained from ¢ by deleting the element b'.
(If there is no such 7, we let ¢’ = ¢ and let b’ be an arbitrary element T not
inZ.)

_I_
I'C

CHOOSE i : i ¢ T
A ¢ € [Nat — T]
AYn € Nat,i €Z : 3m € Nat : (m > n) A (c[m] = i)
ANbeZTU{T}
Pos(i) = min{n € Nat : ¢[n] =i}
N¢ 2 if EA(FieT: (B;)y)
then A b’ = CHOOSE i : A (i €Z) A(Bi)y
AYj €L : (Bj)y, = (Pos(i) < Pos(j))
A ¢ =[n € Nat — if n < Pos(b') then c[n]
else c¢[n+1]]

[l

else ANV =if v =v then b else T
Ac =c
H® = IC/\D[NC](U,b,c>

Note that the initial predicate I¢ is actually an invariant of H €.
For convenience, we define the action D by

D = if b'=Tthen E else EA(By),

We next define a temporal formula H", which asserts that r is a history
variable, and a predicate I" that we will prove is an invariant of H". Note



that p(u) is a state predicate, if u is a k-tuple of state functions.

A

plu) 2 (=R ARY)(ufv,v/0')
N" =
r' =if =R’ then v’
else if R then r
else if (F), then CHOOSE u :
(=R ART)(u/v) AD(r/v,u/v")
else r

[

H' 2 (5= o) ADINT A £ )y
Ir = A =R = (r=uv)
AR = p(r)

Next, we define R? and R, which assert that p, n, and | are prophecy
variables. The prophecy variable p is an “infinite prophecy” of the form
O(p = F) for a temporal formula F. For a prophecy variable like [, the
invariant I' is part of the formula that describes the variable.

A

PP = O(p = A OENABLED (Lt A —L')
A O[FALSE],)

Au) = (LF AL (u/v")
lfinal = CHOOSE u : A(u)
I' 2 A=L=(I=v)

A L= X)

Np = (l = lﬁna,l)

Nt =
[ =if p then lﬁnal
else if -L then v
else if L then !
else if (E),
then CHOOSE u :
A Au)
A D(u/v,l"/v")
else [’
p! = ort A D[Nl A (<p7 U>I 7é (pa U>)](v,b,c,p,l)

Note that the symmetric relation between the history variable r and the
prophecy variable p becomes more apparent if, in the definition of N, we
replace the expression R*(u/v) with the equivalent expression p(u)’. (The



expressions are equivalent because the bound variable u in the expression
CHOOSE u : ... is by definition a constant, so u' = u.)

We also define the action N? and predicate I?, which play the role of
next-state relation and invariant for PP?.

For convenience, we combine all these next-state relations and invariants
with the following definitions

a'll é <U7b7c7r7p7l>
Nt 2 (4 £9) ANANCANT"ANPAN!
9 2 reaATT AT
We also define X by
X & -LAMA-R

Finally, we define our refinement mapping v by

7 2 if R then r
else if £ then [ else v

We use the following simple observations. If v is the tuple of all variables
that appear in the actions A and B, then for any u; and us,

(A-B)(ui/v,uz/v")=3w : A(ur/v,w/v") A B(w/v,uz/v") (1)

The proof of the theorem follows.

(1. 1. (I AN ANEAp(r)=3u : ("RAR")(u/v) AD(r/v,u/v")
2. (I ANSAEAXD = Fu : AMu)AD(u/v,l"/v")
3.Vu : (R (u/v,v/v") = —L)
4 M=RVXVL
(2)1. AssuME: (I¢)) ANSAEAp(r)
PROVE: Ju : (R ART)(u/v) AD(r/v,u/v")
3)1. R-D=D-R
PROOF: Assumption (2) (which implies ' € ZU {T}), the definition
of D, and hypotheses 2(a) (if b’ = T) and 2(c) (if b’ € 7).
(3)2. R*-D= D-R*
PRrROOF: By induction from (3)1 and the associativity of “.”.
(3)3. ("RAR")-D=D-(-RART)



PROOF:

(-RAR")-D = =RA(RT-D) By(1).
= -RA(D-R") By(3)2
= (WRAD)-RT™ By(1).
= (DA-R')-R"t By hypothesis 1(b), since D = E.
= D-(-RART) By(1).
(3)4. Q.E.D.
PROOF: By assumption (2), since
p(r) NE
= p(r)AD Assumption (2) and def of N°.
= (—|R/\R+)(7‘/v v/v') ND Definition of p.
= ((GRART)-D)(r/v) By (1).
= (D '(ﬁR/\RJr))(T/U) By (3)3.
= Ju: D(r/v,u/v)AN(=RAR")(u/v) By (1).

(2)2. ASSUME: (I")’ AN NEANXI
PrROVE: Ju : (A(u) AD)(u/v,l"/0v")

(3)1. D-L=1L-D
PROOF: Assumption (2) (which implies ' € ZU {T}), the definition
of D, and Hypotheses 2(b) (if b’ = T) and 2(d) (if b’ € 7).

(32. DLt = L*-D
PROOF: By induction from (3)1 and the associativity of “-”.

(3)3. Yu,w : D(u/v,w/v") AN=L(w/v) = =L(u/v)
PRrROOF: Hypothesis 1(b) (which implies E A £ = L), since assump-
tion (2) and the definition of D imply D = E.

(3)4. Q.E.D.

PROOF: By assumption (2}, since

(A1) ANE
= (AMI))AD Assumption (2) and def of N°.
= Lt (v' v, I"Jv") N=L('Jv) AN D By definition of A.
S (D L)) A=L( ) By (1)
= (D)) AL By (312
= Ju : LT (u/v") AD(u/v,l'/v") A\=L(>{"/v) By ().
= Ju: LT (u/v")AD(u/v,l'/v") AN=L(u/v) By (3)3

= Ju : AMu)AD(u/v,l"/0v") By definition of .
(2)3. ASSUME: u a k—tuple of constants
PROVE: R*(u/v,v/v') = —L
(3)1. R(u/v,v/v") = =L
PROOF: By definition, R implies R, so R(u/v,v/v") implies R, which
by hypothesis 1(d) implies =L.
(3)2. Q.E.D.



PRrROOF: (3)1, by induction on k.
(2)4. M=RVXVL
PROOF: M = («LAMAR)V(-LAMAN-R)V(LAM)
Propositional logic.
(M ARV (LAM A—=R)V (LA M)
Hypothesis 1(c).
RvXVL
Definitions of R, X, and L.

(2)5. Q.E.D.
PROOF: (2)1, (2)2, (2)3, and (2)4.
<1>2. PP = D[Np](v,m A OIP
<2>1 PP = D[Np]<vyp>
PROOF: This is semantically obvious, since v = v’ implies
ENABLED (LT A =L") = (ENABLED (LT A =L"))
but I don’t know how to derive it from more primitive proof rules.
(2)2. PP = 0OI?
PROOF: Follows from the definitions of P? and I? by simple temporal
reasoning, since ENABLED (LT A —=L£') is equivalent to Ju : A(u).
(2)3. Q.E.D.
PROOF: (2)1 and (2)2.
(1)3. Ab,c : HeNDOIC
(2)1. Ab,c : HC
PRrROOF: By the standard rule for adding history variables.
(2)2. H¢ = 0OI°
<3>1' I° A [NC]<U,C> = ([C)I
PRrROOF: Immediate from the definitions.
(3)2. Q.E.D.
PRrROOF: (3)1 and the TLA invariance rule.
(2)3. Q.E.D.
PROOF: (2)1, (2)2, and predicate logic.
(). AI°ANH NS =3r : H" AOI"
(2)1. Ar : H"
PROOF: By the rules for history variables.
(2)2. QI*ANHCASAH™ = 0OI7
(3)1. ASSUME: (I)) AN“ANAN"A(W #v)ANI"
Prove: (I")
(4)1. CASE: EAN-R
(5)1. CASE: R
(6)1. R’
PROOF: Assumptions (5) and (4) and hypothesis 1(b) (which



implies E AR = R').

(6)2. ' = CcHOOSE u : (R ART)(u/v) AD(r/v,u/v")
PROOF: (6)1, assumption (4) (—R), assumption (3) (which
asserts (v’ # v) A N"), and the definition of N".

(6)3. p(r)

PRrROOF: Assumptions (5) and (3) (which asserts /"), and the

definition of I".

(6)4. ("R ART)(r'/v)

PROOF: (6)2, (6)3, assumptions (3) (which asserts (I¢)' A N€)
and (4), and (1)1

(6)5. Q.E.D.

PROOF: (6)4 implies p(r)’, since (=R A RT)(r"/v) = (=R A
RH)(r'[v,v'[v") = (=R A RT)(r/v,v/v") = p(r)". The level-
(3) goal then follows from (6)1 and the definition of I".

(5)2. CASE: =R

(6)1. =R’

PROOF: Assumptions (5) and (4) and hypothesis 1(b) (which
implies EAR' = R).

6)2. ' =
PROOF: (6)1, assumption (3) (which asserts N"), and the def-
inition of N".

(6)3. Q.E.D.

PROOF: (6)1, (6)2, and the definition of I" imply tle level-(3)
goal.
(5)3. Q.E.D.
PROOF: Immediate from (5)1 and (5)2.
(4)2. CASE: R
Gyl ' =r
PROOF: Assumption (3) (which asserts N”), assumption (4),
which by definition of R implies R', and the definition of N".

(5)2. CASE: R
(6)1. p(r) A R = p(r)
PROOF
p(r) A = (-RA R+)('I‘/U U/U ) A By definition of p.
= ((GRARY)-R)(r/v) By (1).
= ("RA(RT-R))(r/v) By (1).
= (=R A R+)(7'/’U) By definition of *.
= (WRART)(r /v, v'/0v") By (5)1.
= ( ( )) By definition of p.
(6)2. Q.E.D.



PROOF: Assumptions (5) and (3) (which asserts I") imply
p(r). The level-(3) goal then follows from assumption (4)
(which, by definition of R, implies R’), step (6)1, and the
definition of I".
(5)3. CASE: =R
6)l. r=v
PROOF: Assumptions (5) and (3) (which asserts I") and the
definition of I".
(6)2. R(r'/v,0v"[0v")
PROOF: By assumption (4), since (6)1 and (5)1 imply r' = v.
(6)3. p(r)’
PROOF: By assumption (5) and (6)2, since R implies R and
(=RART)(r'/v,v'[v") = (=R ART)(r/v,v/v") = p(r)".
(6)4. Q.E.D.
PROOF: (6)3, assumption (4) (which implies R'), and the def-
inition of I" imply the level-(3) goal.
(5)4. Q.E.D.
PROOF: Immediate from (5)2 and (5)3.
(4)3. CAsE: =R/
(5Gy1. ' =
PROOF: Assumption (3) (which asserts N"), assumption (4), and
the definition of N".
(5)2. Q.E.D.
PROOF: (5)1, assumption (4), and the definition of I" imply our
level-(3) goal.

(4)4. Q.E.D.
(5)1. N = (EA-R)V RV (M A—~R')
PrROOF: N= EVM By definition of N.
= EV(MAR')V(MA-=R') By predicate logic.
= EVRV(MA-R By definition of R.
= (EA-R)VRV (M A-R') By propositional logic.
(5)2. Q.E.D.

PrOOF: By (5)1 and assumption (3) (which asserts N), cases
(4)1, (4)2, and (4)3 are exhaustive.
(3)2. I" N UNCHANGED (v, 1) = (I")
ProOF: Immediate, since v and r are the only free variables of I".
(3)3. Q.E.D.
PROOF: By (3)1, (3)2, the definition of H", and the usual TLA in-
variance rule.

(2)3. Q.E.D.



PROOF: (2)1 and (2)2 and predicate logic.
(1)5. QI*AHCASAQ = 3p,l : PP AP
(2)1. Ap : PP
PrROOF: By the following rule for adding “infinite prophecy” variables:
If p does not occur free in the temporal formula F', then p :
O(p = F).
(2)2. OI*ANHAQASAPP =3[ : P!
(3)1. IP Ap =T
H1. IP Np = A(lﬁnal)
PROOF: By definition of I and If,q.
(4)2. Allfnat) = £
PROOF: By definition of A, since L™ equals (LA M)™ (by definition
of L), which implies L.
(4)3. Q.E.D.
PROOF: (4)1, (4)2, and the definition of I
(3)2. QA PP =003 u : I'(u/l))
()1, OIP AOO-L = 003w : I'(u/l))
(5)1. IP AN=L = —p
PROOF: I Ap = (Ju : A(u)) = LT = L.
(5)2. IP A=L = (31u : I'(u/l))
PROOF: (5)1 and the definition of I' imply I'(u/l) = (u = v).
(5)3. Q.E.D.
PROOF: (5)2 and temporal reasoning.
(4)2. OIP AOp = O3 'u : I (u/l))
<5>1 It Np = (l = lﬁnal)
PROOF: Definition of I*
(5)2. I" Ap = (Alu : I'(u/l))
PRrROOF: Immediate from (5)1 and (3)1.
(5)3. Q.E.D.
PROOF: (5)2 and simple temporal reasoning.
(4)3. Q@ A PP = (OC-L) Vv Odp
PRrROOF: By definition of @ and PP.
(4)4. Q.E.D.
PRrROOF: By (4)1, (4)2, (4)3, (1)2 (which implies P? = OI?), and
simple temporal reasoning.
(3)3. QICAHCASAP? = O[(I'YA(v' #v) = Fu - N(u/l)AT(u/l)],
(4)1. AssuME: (I¢) ANCANAIP ANPA(IY) A (v # v)
ProvE: 3Ju : N'(u/l) AT (u/l)
(5)1. —p



PROOF: Assumption (4), since N? A (v' # v) implies —p.
(5)2. CASE: =L
(6)1. I'(v/l) AN (v/l)
PROOF: (5)1, assumption (5), and the definitions of I and N'.
(6)2. Q.E.D.
PROOF: Immediate from (6)1.
(5)3. CASE: L
(6)1. CASE: E AL
(1. L'
PROOF: Assumptions (6) and (5) and hypothesis 1(b)
(which implies E A L = L').
(2. Ju : AMu)AD(u/v,l'/v")
PROOF: (7)1 and assumption (4) (which asserts (I')’) imply
A(1)'. The result follows from A()’, assumptions (6) and (4)
(which implies (I¢)' A N€), and (1)1.2.
(7)3. Q.E.D.
LET: u = CHOOSE u : A(u) A D(u/v,l'/v")
(8)1. Nt = (I = u)
PROOF: (5)1, assumption (5), assumption (6), assumption
(4) (which implies v’ # v), and the definition of N'.
(8)2. N'l(u/l)
PROOF: By (8)1.
(8)3. A(u)
PROOF: (7)2 and the definition of u.
(8Y4. I'(u/l)
PROOF: (8)3, assumption (5), (5)1, and the definition of
I
(8)5. Q.E.D.
PROOF: (8)2 and (8)4 imply the level-(4) goal.
(6)2. CASE: L
(7)1. CAsE: L'
(8)1. (A1) AL = X"

10



PrOOF: (A(I))' AL
= LT /v, 0'Jv") N=L('Jv) AL
By definition of A
= (L-LT)(I"/v") A=L('/v)
By (1).
= (LT)(I"/v") A=L(I'/v)
By definition of A for an action A.
= MU'
By definition of A
(8)2. A(I")
PROOF: Assumption (4) implies ('), which by assump-
tion (7) implies (A(1))’. By (8)1, (A())" and assumption
(6) imply A(I").
(8)3. I'(I'/1)
PROOF: (5)1 and assumption (5) imply I' = A(1), so (8)2
implies I'(1'/1).
(8Y4. N(I'/1)
PROOF: (5)1, assumptions (5) and (6) imply N! = (I =
", so N I'JI) = (I' =1").
(8)5. Q.E.D.
PROOF: (8)3 and (8)4 imply the level-(4) goal.
(7)2. CASE: —L'
(8)1. I' =4/
PROOF: Assumption (4) (which implies (I')"), assumption
(7), and the definition of I'.
(8)2. A(v)
PROOF: Assumption (6) implies L', which with assump-
tion (7) implies (LT A —L')(v'/v"), which equals A(v').
(8)3. I'(v'/1)
PROOF: (5)1 and assumption (5) imply I' = A\(I), so (8)2
implies I*(v'/1).
(8Y4. N'(v'/1)
PROOF: (5)1, assumption (5), and assumption (6) imply
N' = (I = I'). By (8)1, this implies N! = (I = '), so
N '/l = (v = ").
(8)5. Q.E.D.
PROOF: (8)3 and (8)4 imply the level-(4) goal.
(7)3. Q.E.D.
PRrROOF: Immediate from (7)1 and (7)2.
(6)3. Q.E.D.

11



PrROOF: N = EVM By definition of N.
= EV(LAM) By assumption (5).
= FEVL By definition of L.

(E A —|L) VL By propositional logic.
Therefore, cases (6)1 and (6)2 are exhaustive.
(5)4. Q.E.D.
PROOF: (5)3 and (5)2.
(4)2. (I¢) N[N y,p,e) N INTo AP N[NP]ypy =
[(IY A (v # v) = Fu : NYu/l) AT u/D)],
PROOF: (4)1, since v' = v implies [.. .],.
(4)3. OI°A D[NC](v,b,c> AQ[N], ANDIP A D[Np]<v,p> =
O[(IY)' A (v' # v) = Fu : N (u/l) AT (u/l)],
PROOF: (4)2 and simple TLA reasoning.
(4)4. Q.E.D.
PROOF: (4)3 and (1)2.
(3)4. Q.E.D.
PRrOOF: By (3)2, (3)3, and the following rule for adding prophecy
variables.
Let w be an m-tuple of variables, let z be an n-tuple of
variables distinct from the variables of w, let I be a predicate
and N an action, where all the free variables of I and N are
included in w and z. Then
A OO(3la = I(a/x))
AQI'A (w'#w)= (Fa : N(a/z)ANI(a/1))]w
=3z : OIAON A (w' # w)](wa)
where 4 !a means there exists a unique a:
Jla: F(a) & 3a: Fla)AND: F(b) = (b=a))
(2)3. Q.E.D.

(3)1. QI°ANH*ANQASAPP=3]: (PPAP
PROOF: By (2)2 and temporal predicate logic, since [ does not occur
free in PP.

(3)2. Ap : OICAH AQASAPP)=3p,1: (PPAP
PROOF: By (3)1 and temporal predicate logic.

(3)3. Ap : AI*ANH NQASAPP)=0I°ANH ANQAS
PROOF: By (2)2 and temporal predicate logic, since p does not occur
freein OICAHCAQANS.

(3)4. Q.E.D.

PRrOOF: By (3)2 and (3)3.
(1)6. Assume: N A T A (190 A X

12



PrROVE: ME
(2)1. ("RA(r=v))V(=RAR")(r/v,v/v")
PROOF: Assumption (1) implies I", and the conclusion follows from "
and the definition of p(r).
(2)2. (=LA =0") V(LT ALY v, 00"
PROOF: Assumption (1) implies (I')’, and the conclusion follows from
(I') and the definition of A(1).
(2)3. ME(r/v,l"/v")
(3)1. (=(RV LYAMT)(r/v)
(4)1. CASE: =R A (r = v)
PROOF: Assumption (1) implies -£ A M, from which we deduce
—(RV L)ANM A (r = v), which implies the level-(3) goal because
M implies M.
(4)2. CASE: ("R ARY)(r/v,v/v")
(5y1. =L(r/v)
PROOF: Since R equals M AR, this follows from assumption (4)
and hypothesis 1(c).
(5)2. ("RAMT)(r/v)
PROOF: Assumption (1) implies M. Since R* implies M+, as-
sumption (4) implies (=R A M)(r/v,v/v"). From (1), we then
deduce (R A (M - M))(r/v), which implies the desired result
since M+ - M implies M.
(5)3. Q.E.D.
PRrROOF: The result follows immediately from (5)1 and (5)2.
(4)3. Q.E.D.
PROOF: (2)1 implies that cases (4)1 and (4)2 are exhaustive.
(3)2. Q.E.D.
(4)1. CAse: =LAl =0")
PROOF: By (3)1 and assumption (1), which implies =R’, we have
(~(RVLYAM™T)(r/v) A=(RV L) A(I' = v'), which implies (=(RV
LYANMTA=(RVL))(r/v,1'/v"), and the level-(2) goal follows from
the definition of M%.
(4)2. CAsE: (LT A=L)(v' /v, ' [v")
(5)1. =R/(I"/v")
PROOF: Since L equals £ A M, this follows from assumption (4)
and hypothesis 1(c).
(5)2. (=(RVLYAMTA=L"Y(r[v,l']v")
PrOOF: By (1), (3)1 and assumption (4) imply
(C(RVLYAMT) - (LT A=LY)(r /v, 1]0")

13



which by (1) equals
(=(RVLYA(MT-LYYA=L)(r/v,I'Jv")
The result then follows because M- LT implies M- M T, which
implies M.
(5)3. Q.E.D.
PROOF: The level-(2) goal follows immediately from (5)1, (5)2,
and the definition of M %,
(4)3. Q.E.D.
PROOF: (2)2 implies that cases (4)1 and (4)2 are exhaustive.
(2)4. v=r
(3)1. CASE: R
PROOF: Immediate from the definition of v.
(3)2. CASE: =R
PROOF: Assumption (1) implies =£ and I". From =R, =L, and the
definition of v we deduce v = v. From =R A I" we deduce r = v.
(3)3. Q.E.D.
PRrROOF: Immediate from (3)1 and (3)2.
(2)5. o' =1
(3)1. Casg: L'
PROOF: Assumption (1) implies £ A M, which by hypothesis 1(c)
implies =R'. From —R/, L', and definition of 7, we deduce 7’ = I'.
(3)2. Casg: L'
PROOF: Assumption (1) implies =R’ and (I")". From —R' and —L'
we deduce 7' = v’, and from =L’ A (I")" we deduce I' = v'.
(2)6. Q.E.D.
PROOF: (2)3, (2)4, and (2)5. o
(1)7. Init AO[N ], AOI% = Tnit A O[N B3
(2)1. Init A T = Tnit
PROOF: Assumption (1) implies I" AI'. By hypothesis 1(a), Init implies
—(RV L), which by I" AI' implies (I = v) A(r = v), which by definition
of 7 implies T = v , so Init = Init.
(2)2. AssumEi: N A [ A (104)
PROVE: [Nf]y
(3)1. —p
PROOF: Assumption (2) implies N which implies (v' # v) A NP,
which implies —p.
(3)2. CASE: EA—-RA-L
(4)1. CASE: =R AL
(5)1. =R A =L’
PROOF: Assumptions (3) and (4) and hypothesis 1(b) (which
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implies EAL = L and EAR' = R).

(5)2. (W=wv)A W =)
PROOF: (5)1, assumption (4), and the definition of 7.

(5)3. Q.E.D.
PROOF: (5)2 and case assumption (3) imply E, which in turn
implies N E.

(4)2. CASE: R

(5)1. Ju : ("RART)(u/v) AD(r/v,u/v")
PROOF: Assumption (2) implies I" A (I¢)' A N€. Assumption
(4) and I" implies p(r). The result follows from assumption (3),
(I¢)" AN€, p(r), and (1)1.1.

(5)2. R
PROOF: Assumptions (3) and (4) and hypothesis 1(b).

(5)3. 7' = CHOOSE u : (R A R")(u/v) AD(r/v,u/v")
PROOF: Assumption (2) (which implies N” and v # v), (5)2,
assumption (3), and the definition of N".

(5)4. D(r/v,r"/v")
PROOF: (5)1 and (5)3.

(5)s. (W=r)A @ =1")
PROOF: (5)2, assumption (4), and the definition of 7.

(5)6. Q.E.D.
PROOF: (5)4 and (5)5 imply D, which implies E (since D implies
E), which in turn implies N .

(4)3. CASE: L

(5)1. L
PROOF: Assumptions (3) and (4) and hypothesis 1(b).

(5)2. (1)
PROOF: (5)1, assumption (2) (which implies (I')'), and the def-
inition of I'.

(5)3. Ju : Au) AD(u/v,l'/v")
PROOF: Assumption (2) (which implies (€)' A N€¢), (5)2, as-
sumption (3), and (1)1.2.

(5)4. | = CHOOSE u : A(u) A D(u/v,l'/v")
PRrOOF: (3)1, assumption (4), assumption (3), assumption (2)
(which implies v # v" and N'), and the definition of N'.

(5)5. D(I/v,l'Jv")
PROOF: (5)3 and (5)4.

(5)6. ~R A R’
PROOF: Assumption (4), (5)1, and hypothesis 1(d).

G)Yl. =A@ =1
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PROOF: Assumption (4), (5)1, (5)6, and the definition of 7.
(5)8. Q.E.D.
PROOF: (5)5 and (5)7 imply D, which implies E (since D implies
E), which in turn implies N .
(4Y4. Q.E.D.
PROOF: Immediate from (4)1, (4)2, and (4)3.
(3)3. CASE: R
MH1. ' =r
PROOF: Assumption (2) implies N”, which by assumption (3)
(which implies R') implies r' = r.
4)2. 7' =7

PROOF: Assumption (3) (which implies R') and the definition of

T.
(4)3. =L
PROOF: Assumption (3) (which implies R') and hypothesis 1(c).
4. v=r
(5)1. CASE: R
PROOF: The definition of ¥ implies 7 = r.
(5)2. CASE: =R
PROOF: By (4)3, the definition of 7 implies 7 = v. Assumption
(2) implies I", which implies v = r.
(5)3. Q.E.D.
PRrROOF: Immediate from (5)1 and (5)2.
(4)5. Q.E.D.
PROOF: (4)1, (4)2, and (4)4 imply 7’ = 7, which implies the level-
(2) goal.
(3)4. CASE: L
H1. =R

PROOF: Assumption (3) (which implies £) and hypothesis 1(d).
4)2. I' =

PROOF: Assumption (2) implies N, which by (3)1 and assumption
(3) (which implies £) implies [ = I'.

3. v=1
PROOF: (4)1, assumption (3) (which implies £), and the definition
of 7.

MHa. v =T
(5)1. =R’

PROOF: Assumption (3) (which implies £) and hypothesis 1(c).

(5)2. CAsg: L

PROOF: (5)1 and the definition of 7 imply v’ = ['.
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(5)3. CASE: L'
PROOF: (5)1 and the definition of ¥ imply 7 = v’. Assumption
(2) implies (I')’, which implies I’ = v, proving 7’ = I'.
(5)4. Q.E.D.
PROOF: Immediate from (5)2 and (5)3.
(4)5. Q.E.D.
PROOF: (4)2, (4)3, and (4)4 imply ' = 7, which implies the level-
(2) goal.
(3)5. CAsE: X L
PROOF: Assumption (2) and (1)6 imply M £ which implies the level-
(2) goal.
(3)6. Q.E.D.
PROOF: Assumption (2) implies N, which equals E V M, so (1)1.4
implies that cases (3)2, (3)3, (3)4, and (3)5 are exhuastive.
<2>3 [Nall A [a.ll A ([all)l]aH = [NR]ﬁ
PROOF: (2)2, since the definition of 7 implies (all = all) = (v = 7).
(2)4. Q.E.D.
PROOF: (2)1, (2)3, and the usual TLA step-simulation rule.
(1)8. OI* = OI(v/9)
(2)1. I" AN IY = I(T/9)
(3)1. I"ANR = R*(v/v,v/v') A=~(RV L)(T/v)
PROOF: I"AR = p(r) AR
By definition of I".
= RY(r/v,v/v') N\RA=R(r/v)
By definition of p.
= RT(r/v,v/v") AN=L(r/v) N =R(r/v)
Since R = M A R’, hypothesis 1(c) implies =(£L A RT).
= Rt (r/v,v/v") AN=(RV L)(r/v)
By propositional logic.
and R implies 7 = r by definition of 7.
(3)2. I'NL = LT (T/v") A=(RV L)(T/v)
Proor: I' AL = X(I)
By definition of I'.
= LT(I/v") A=L'(1)v")
By definition of A.
= LT(I/v") A=R(I/v") A=L'(1]v")
Since L = £ A M, hypothesis 1(c) implies =(LT A R’).
= LT(I/v")AN=(R'vV L) (1/v")
By propositional logic.
= LT(/v") A=(RV L)(I)v)
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and, by hypothesis 1(d), £ implies =R, so £ implies 7 = [ by defini-
tion of 7.
(3)3. "(RVL)= (v=0)
PRrROOF: By definition of w.
(3)4. Q.E.D.
PRrOOF: Immediate from (3)1, (3)2, (3)3, and the definition of I.
(2)2. Q.E.D.
PROOF: By simple temporal reasoning from (2)1.
(1)9. VieZ: QAOAQIN gy ABI*MADO(4;), = O0(Af)y
LET: T 2 QA OAQIN®,, AOI
(2)1. VieZI: TAOO(B;), = 00(B;)7
(3)1. AssuME: (b’ € Z) A (N AT A (19 A By ),
PROVE: <Bbl >y
()1, M
PROOF: Assumption (3) and hypothesis 1(e).
(4)2. —p
PROOF: Assumption (3), since N implies (v' # v) A NP which
implies —p.
(4)3. D
(5)1. E
PROOF: (4)1, assumption (3) (which implies N), and the defini-
tion of V.
(5)2. Q.E.D.
PROOF: (5)1, assumption (3) (which implies By ), and the defi-
nition of D.
(4)4. CASE: R
(5)1. R
PROOF: (4)3, assumption (4) and hypothesis 1(b) (since D =
(5)2. ' = CcHOOSE u : (=R AR")(u/v) A D(r/v,u/v")
PRrROOF: (4)1 (which implies =R), (5)1, (4)3 (which with assump-
tion (3) implies (£),), assumption (3) (which implies N"), and
the definition of N".
(5)3. Ju : ("RAR")(u/v) AD(r/v,u/v")
PRrROOF: Assumption (3) (which implies (1¢)' A N¢ A I"), (4)3
(which implies £), assumption (4) (which with I" implies p(r)),
and (1)1.1.
(5)4. D(r/v,r"/v")
PROOF: (5)2 and (5)3.
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(5)5. (B (r /o, [5)),
By assumption (3) (b’ € Z) and the definition of D, (5)4 implies
(By)o)(r/o, ' 0.
(5Y6. (T=r)A ([T =1')
PROOF: Assumption (4), (5)1, and the definition of 7.
(5)7. Q.E.D.
PROOF: The level-(3) goal follows immediately from (5)5 and
(5)6.
(4)5. CASE: L
(5)1. L
PROOF: Assumption (4), (4)3 (which implies F), and hypothesis
1(b).
(5)2. | = CHOOSE u : A(u) A D(u/v,l'/v")
PROOF: Assumption (3) implies N*. The result then follows from
(4)2, (4)5, (4)1 (which implies =L), (4)3 (which by assumption
(3) implies (E),), and the definition of N'.
(5)3. Ju : Au) AD(u/v,l'/v")
PROOF: Assumption (3) implies (I¢)' A (I')'. By (5)1, (I')" im-
plies A({)’. The result then follows from (4)3 and (1)1.2.
(5)4. D(1/v,l'Jv")
PROOF: (5)2 and (5)3.
(5)5. (By (I/v,1"/v") )i
PROOF: (5)4, assumption (3) (which asserts b’ € Z), and the
definition of D imply ((By )y)(l/v,1"/2").
(5)6. =A@ =1
PROOF: Case assumption (4), (5)1, hypothesis 1(d), and the def-
inition of .
(5)7. Q.E.D.
PROOF: The level-(3) goal follows immediately from (5)5 and
(5)6.
(4)6. CASE: =(RV L)
(5)1. =(R'v L)
PROOF: Assumption (4), (4)3 (which implies F), and hypothesis
1(b).
(5)2. (W=wv)A W =)
PROOF: Case assumption (4), (5)1, and the definition of .
(5)3. Q.E.D.
PROOF: Assumption (3), which implies (B ),, and (5)2 imply
the level-(3) goal.
(4)7. Q.E.D.
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PROOF: Immediate from (4)4, (4)5, and (4)6.
(3)2. ASSUME: 1 € T
PROVE: T AOO((i =b') A By )y, = 00(B;)%
(1. O[N], AOTHATOO((i = b') A By)
= D<>(N“” ATUEA(TY A (i =b") A By)y

PROOF: Since (all’ = all) implies (v’ = v), this follows easily from
the following three TLA proof rules:
L. [A]y = [B],

O[A]; = O[B],
2. 0 A AOR = O[AANRAR']f
3. 0[A]; AOO(B); = OOC(ANAB);
(4)2. Q.E.D.
PROOF: By (4)1, assumption (3), and (3)1, using the TLA rule
A=DB

|:I<><A>f = D<><B>f

(3)3. ASSUME: i € T
PROVE: T AOO(B;)y, = 0OC((i = b)) ABy)y
DH1. TAOO(Bj)y = OO(E A Bj)y

PRrROOF:
T AOO(Bj)y
= O[N], AOO(B;), Definition of T
= OO(N A Bj)y TLA reasoning.

= OO(EABj)y
the last step following from hypothesis 1(e) and assumption (3),
which imply N A B; = E A B;.
(4)2. TANOO(EAB;), =V OO((i=b)NEANBy),
VAOXEAB; A1 # b)) (0,
A <>|:|[E AB;= (i # bl)](v,b,c)
(5)1. OC(EAB;)y, =V OO((i=b)NEANBy),
VAOO(EAB;A(i#£ b)),
ANCOEANB; = (i #b)],
PROOF: For any action A and predicate ¢, we have

~

OOC(A),
= AOO(A), OCF v ©O-F, for any F
ADOO(ANq), VOORAV g,
= VOS(AAQq), Propositional logic.
vV OO[RAV ]y, AOO(A),
= VOS(AAQq), oO[B], AOO(C), =
vV OO[=AV =g)y AOO(A A g, Oo&(B A C), for any B, C.
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(5)2. T =
ANOO((i=b)YNEANBy), =00((i=1") /\E/\B,,,>(,, be)
A <>|:|[E AB;= (i # b,)]v = <>|:|[E AB;= (i # b )] (v,b,c)
(6)1. N°A (v =v)= ((v,b,¢) =(v,b,c))
PRrROOF: By definition of N€.
(6)2. For any action A,
D[NC](U,(%C) = A OD[A]U = OD[A](v,b,c>
A OO[A]y, = OO[A](y,0,c)
PROOF: By (6)1, using the follow rules, among others
[Als A[Blg = [Cln [Alf A{B)g = (C)n
S[A]; A D[Bl, > O[CT, DIl AS[Bl, = o(C)n)
(6)3. Q.E.D.
PROOF: By (6)2, since T' implies O[N]y . c)
(5)3. Q.E.D.
PRrROOF: Immediate from (5)1 and (5)2
4)3. T=~(ANOXEAB; A #b)) 0,0
A CO[(E AB2) = (i £ Do)
(5)1. IANSANEAB;A(i £ b") = Pos(i) < Pos(i)
PROOF: I ANSAEAB; imply ' € Z. From b' € Z, i € T
(assumption (3)), E A B;, and N°¢, we deduce Pos(b') < Pos(1),
which by N€¢ implies ¢/[Pos(i) — 1] = i. By definition of Pos,
this implies Pos(i)’ < Pos(i).
(5)2. OI° A D[Ny pe) ADIE A Bi) = (i # )00y
= D[POS( ) < POS( )](v b,c)
(6)1. I°ANNCA—(E A Bj) = Pos(i)) < Pos(i)
(7)1. CAsE: EANJj el : Bj
PROOF: In this case, I¢ and N€¢ imply ¢/[Pos(i)] = i or
c'[Pos(i) — 1] = i, either case implying Pos(i)’ < Pos(i).
(7)2. CASE: —u(E/\EU €Z : Bj)
PROOF: In this case, ¢’ = ¢, so Pos(i)" = Pos(i).
(7)3. Q.E.D.
PRrROOF: Immediate from (7)1 and (7)2.
(6)2. T° ANy o) A(E A BS) = (i 2 )00y
[POS( ) < Pos(i )](v,b,c)
PROOF: (5)1, (6)1, and propositional logic.
(6)3. Q.E.D.
PROOF: By (6)2 and the TLA rules
INIAA) = [Bl, [l AB), = [Cla
OI AO[A]y = O[B], DO[A]; AO[B], = O[C)
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(6)3. DI AD[N(yp,c) ANTBO(EABi A (i # b)) (0p,c)
= OO(Pos(i) < Pos(z’)>(v,byc>
PRrOOF: By (5)1, the TLA rules
[/\[A]f/\(B>g:><C>h F=dqd
OIADO[A] AO(B)y = (0 OF = 0G
and the rule that O distributes over A.
(5)4. Q.E.D.
(6)L. AN T
A D<><E ANBi N (Z # bl))(v,b,c)
A CO(E A B;) = (i # bl)](v,b,c))
= A O[Pos(i)" < Pos(i)](y,b,c)
A BO(Pos (i) < Pos(i))(v,p,c)
PROOF: (5)2 and (5)3
(6)2. Q.E.D.
PRrROOF: the formula
A O(Pos(i) € Nat)
A O[Pos(i)' < Pos(i)](y,p,c)
A OO(Pos(i)' < Pos(i))(y,b,c)
asserts that Pos(i) is decremented infinitely many times and
remains a natural number, which is impossible. Since T im-
plies ¢, which implies O(Pos(i) € Nat), (6)1 implies the level-
(4) goal.
(4)4. Q.E.D.
PROOF: By propositional logic from (4)1, (4)2, and (4)3.
(3)4. Q.E.D.
PRrROOF: By (3)2 and (3)3.
(2)2. Fi €T : AYATATO(M), = OC(ME);
(3)1. TADO(X), = OO(MPE)y
PROOF: From the general rule
07 AO[A], AOO(B), = OO(IANI"NANB),
and O[N], = O[N], (which follows from [N%,, = [N%],),
we deduce that T A OOC(X ), implies OC( N A T9 A (19 A XY,
The result then follows from (1)6. L
(3)2. (i €T : A)ATADO(R), = OC(ME)5
D1, (FieZ: A)ANTAOO(R), = O0-R
PROOF: By definition of O (which is implied by T').
(4)2. O[N]y AOO(R)y AOO-R = OO(X),
(5)1. OC(R)y ANOO-R = OO(RA-R),
PROOF: Since R implies R’, we infer that OO( R), implies OOR,
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and the result follows from the general rule
OCP AOO-P = OO(P A-P)p
plus the observation that OC(RA—-R')x implies OOC(RA-R'),
because R’ # R implies v/ # v (because v contains all the
variables that occur free in R).
(5)2. O[N], AOO(RA-R"), = OO(X),
(6)1. NARA-R = X

PrOOF: NARA-R/ (M \ E) AR A =R’ Definition of N.

= MARA-R Hypothesis 1(b).
= MAN-LAN-R Hypothesis 1(d).
= X Definition of X

(6)2. Q.E.D.
PROOF: From (6)1 by the general rule
[Ny A{A)y = (B)o
O[N], AOO(A), = OO(B),

(5)3. Q.E.D.
PROOF: By propositional logic from (5)1 and (5)2.
(4)3. Q.E.D.
PROOF: By propositional logic from (4)1, (4)2, and (3)1, since T
implies O[N *],;; which implies O[N],
(3)3. T AOO(L)Y, = OOC(ME)y
DH1. T AOS(L), = OO(=L)
PROOF: By definition of @ (which is implied by T), since
O&( L), = OO(TRUE), = O-0O[FALSE], = ~OO[FALSE].
(4)2. (=L)ANO[N A=X], = O(=L)
(5)1. =LA[N A=X], = =L
(6)1. ~LANE = L
PROOF: Hypothesis 1(b).
(6)2. =LAR= L
PROOF: By definition of R (which implies R') and hypothesis
1(d).
(6)3. "LAL= L
PROOF: By definition of L (which implies £).
(6)4. =LA (v =v) =L
ProOOF: By the hypothesis that the tuple v contains all the
free variables of L.
(6)5. Q.E.D.
PROOF: By (6)1, (6)2, (6)3, (6)4, since (1)1.4 and the defini-
tion of N imply that N A =X equals EV RV L.
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(5)2. Q.E.D.

PRrROOF: By (5)1 and the standard TLA invariance rule.

(4)3. OOC(L), NOO-L = OO(-NV X),

(5YL. OL = O(~NV X)y VL

PROOF: By (4)2, since =O[NA—X], is equivalent to O(-NVX),.
(5)2. OOL = OO(~N V X), VOOL

PROOF: By (5)1 and the proof rules

F=G OFVG)=00FVoOGQ

OF = O0G
(5)3. Q.E.D.
PROOF:
OQ(L), AOO-L
= OCLAOO-L Since L = L.
= (OG(-NV X), vVoOL) AOO=L By (5)2.
= OO(=NV X), Since OC—-L = =00L.

(4. T AOS(L), = 03(X),
(5)1. T ADOO(L), = OG(~N V X),
PROOF: (4)1 and (4)3.
(5)2. O[N], AOO(=-NV X ), = 0O3(X),
PRrROOF: By the TLA rule O[A], A O(B), = O(A A B),.
(5)3. Q.E.D.
PRrROOF: (5)1 and (5)2, since T implies O[N],.
(4)5. Q.E.D.
PROOF: (4)4 and (3)1.
(3)4. Q.E.D.
ProOF: (3)1, (3)2, (3)3, and (1)1.4, since O< distributes over dis-
junction.
(2)3. Q.E.D.
PROOF: (2)1 and (2)2 and definition of 4;, since A; AOO(M ), equals
OC(A; AM), (because A; is a constant), and OO(F V G) is equivalent
to (OCF) V (OCG) for any temporal formulas F' and G.
(1)10. Q.E.D.
(2)1. SAHAQICAH" AOI" A PP APY= OT% AO[N¥)
(). (W' =0)AI"AIT'A(I"Y AN AN"ANPAN! = (all' = all)
1. (v =v)AN = (b,c) =(b,c)
PROOF: By definition of N°.
4)2. I"N(v' =v)AN" = (r' =7)
PROOF: Follows from the definitions of I"™ and N", and the hy-
pothesis that the free variables of R are included in the tuple of

24



variables v, which implies (v = v) = (R' =R).
(4)3. (v =v) ANP = (p' =p)
PROOF: Immedate from the definition of N?.
(4Yd. (V' =v)ANPAI'A(IY AN = (I'=1)
(5)1. CASE: p
)1 1= (1 = lnat)
PROOF: Assumption (5) and definition of I'.
(6)2. (v =v)ANP =p
PROOF: Assumption (5) and definition of N?.
6)3. (I Ap' = (' =1 finar)
PROOF: By definition of I*.
(6)4. (v = Ul) = (l,ﬁnal = lﬁnal)
PROOF: By definition of lf,,, since, for any constant tuple u,
v are the only free variables of A(u).
(6)5. Q.E.D.
PROOF: The level-(4) goal follows from (6)1, (6)2, (6)3, and
(6)4.
(5)2. CASE: —p
(6)1. NP = —p'
PROOF: Assumption (5) and the definition of N?.
(6)2. CASE: =L
PROOF: In this case, (v' = v) implies =£', so by (6)1, I' A
(IY ANP A (v' = v) implies | = v = v' =,
(6)3. CASE: L
PROOF: In this case, assumption (5) implies (v' = v) A N! =
(i=1).
(6)4. Q.E.D.
PROOF: Cases (6)2 and (6)3 are exhaustive.
(5)3. Q.E.D.
PRrOOF: By (5)1 and (5)2.
(4)5. Q.E.D.
PROOF: By (4)1, (4)2, (4)3, (4)4, and the definition of all.
(3)2. O[N], AOI" AOI' A EI[N Jiw,b,e) ABINT A (0" # 0)](y,r
/\D[Np] /\ D[N N (( ) 7é <p7 v>](v,b,c,p,l} = D[Na”]a.ll
PrOOF: By the deﬁnltlon of N“”, (3)1, repeated application of the
rule

ANg=g)NA=(f=F)
ANf=f)AB=(g=4)
[Alf A [Blg = [AA By g
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and the usual TLA rules
OI AO[A]; = O AT A Ay [A]f N [Bly = [C]a
O[A]; AQ[B]g = O[C]s

(3)3. Q.E.D.
PRrROOF: Follows easily from (3)2, (1)2, the definitions, and the rule
that O distributes over A.
(2)2. SAQAOANHCANDOICAH" AOI" APP A P!
= SEAOIT/T) A (Vi €T : OO(4;), = OO0(AF))
PROOF: (2)1, (1)7, (1)8, (1)9, and the definition of S¥.
(2)3. SAQANOANHSANDICANH" AQI" APP A P!
=30 : SEAOIA (VieZ: O0(4;), =00(AR),)
PROOF: (2)2 and (temporal) predicate logic.
(2)4. SAQANOANQ@b,c,r,p,l - HOANOI*AH" AOI™ A PP A PY)
= 39 : SEADI A (Viel: O0(4i), = O00(AF).))

PROOF: (2)3 and (temporal) predicate logic, since b, ¢, r, p, and [ do

not occur free in S, @, O, or -

A9 : SEADI A (VieZ : DO(4;), = O0(AR))
(2)5. SAQ = (Ab,c,r,p,l : HCANOI*ANH" AOI" A PP A PY)

(3)1. HCADICAS = 3r : HEADICAHT ADIT
PROOF: By (1)4, since r does not occur free in H¢ and I°.

(3)2. HEAOQI*ASAQ = 3p,l : PP AP
PROOF: (1)5.

(3)3. HEAOI*ASAQ = 3r,p,l : HAANOI*AH" AOI" A PP A P*
PROOF: (3)1 and (3)2, since r does not occur free in P? or P!, and p
and [ do not occur free in H¢, OI¢, H", or OI". (We are using the rule
that if 2 does not occur free in F', then (3z : FAG) = FA(Az : G).)

(3Y4. SAQAN3b,c : H°ANOI®) = b, c,r,p,l : HEANOQICANH" A

OI" A PP AP

PRrROOF: By (3)3, since b and ¢ do not occur free in S or . (We are
using the rule that if z does not occur free in F', then (z : FAG) =
FA@3@z: G))

(3)5. Q.E.D.
PRrROOF: By (3)4 and (1)5.

(2)6. Q.E.D.
PROOF: (2)4 and (2)5.
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