
II<EE TRtiNSACTIONS ON COIIIPUTERS, VOI,. C-18, NO. 11, NOVEDIUER 1969 

A Control Unit for a DEC PDP-8 Computer 
and a Burroughs Disk 

Abstract-The control unit maps a semicontinuous address space 
of the computer into a segmented BCD-addressed address space of 
the disk. An interesting buffering system provides for the maximum 
memory access time of the PDP-8 and high disk transfer rate. In 
principle, the buffering could be generalized to handle arbitrarily long 
waiting delays. The position of the disk may be refd under program 
control. The execution of erroneous command sequences are not per- 
c;irred (and hardware detected). Out-of-range disk addresses are 
detected. 

Index Terms-Binary-to-decimal conversion, buffering, control 
unit, disk addressing, parity generation/checking. 

'ROGRXJI swapping and file storage device was 
needed for a PDP-8-based time-sharing system. 
Because of its high transfer rate, low access 

time, and low cost per bit, the Burroughs model 9370-2 
disk n-as se!ected. 

T!:r control unit interfaces this disk with a D E C  
PDP-S computer. Data transfers with thk PDP-8 occur 
on a cycle stealing basis (1.5 ps menlory cycle/l2-bit 
x-ord) . 

The main characteristics of the control unit are the 
iollon-ing. 

1 I T!ie storage layout on the disk is transformed to 
look like a page-oriented structure (1 page= 128 
:?-bit words). 

3 )  The  semicontinuous binary address space of the 
computer is mapped into a segmented (BCD)' 
addressable adress space of the disk. 

3 1 ;\ buffering s3-stem \\-as incorporated because th 
rnasimuni core-memory access delay time was 
greater than the time interval between words 
iron1 the disk. This buffering also takes care of the 
con\-rrsion be t~vee~l  the disk's 8-bit bytes and the 
computer's 12-bit I\-ords. 

4 1  The current position of the disk can be read and 
transferred to the PDP-S upon conz~nand. 

5 Parit!- generation and checking is done. 
6 Erroneous command sequences are prevented from 

1 cir:: executed, and out  of range address requests 
,Ir-t detected. 

The  design can be looked a t  as having to satisfy 
constraints. 

The  constraints can be divided into: 

a) Burroughs disk (fixed) constraints, 
b) PDP-S (fixed) constraints, 
c) TSS/8 performance (variable) constraints, 
d) cost (variable) constraint. 

Burroughs iUode19370-2 Disk Constraints 

The  disk unit consists of a single disk of which both 
sides (surfaces) are used. Each side has 100 da ta  tracks 
together with 100 fixed READ/WRITE heads. Addressing 
a track has to be done with a BCD numlier (range 
00-99). A track is divided into 100 data sectors ad- 
dressable through a BCD number (range 00-99j and a 
maintenance sector which has the address BB (in hexa- 
decimal). 

A special track called the address track is provided. 
From this track sector numbers can be read (in BCD 
form) just prior to the occurrence of the corresponding 
sector. 

4 sector is divided into 100 S-bit bytes, a parity, and 
a space byte. The  transfer rate is 3 X lo5 bytes per second 
or 2.4X106 bits per second. The  effective da ta  rate is 
2 X lo5 words per second or 1 word per 5 ps. T h e  rotation 
time is 34.4 ms. 

Some important control signals from the disk are: 

INDEX pulse, occurring once per revolution a t  the 
end of a track, 

SXCF pulse, given just prior to reading a sector 
number \vhen reading the address track, and 

FCLF pulse, given when a byte is available 
/requested depending upon READ/\\-KITE. 

PDP-8 Cotzstraints 

'The core memory of the PDP-S has a cycle time of 
1.5 ps and is logically divided into pages (1 page= 128 
12-bit \\-ords). There are from one to eight core banks 
(called fields) of 4096 ~vords. 

The  data  break facility permits a \voi-d to be trans- 
mitted directly to memory. T\vo n~odes, 1-cycle and 
3-c~.cle, control the ~vord tr~insfcr alld take one or t l~rce  
nlernorq. cycles using e.rter11a1 or intcrri,il \vord count 
and address control rcgistcrs, rcspcc.tivel).. Tlle rnaxi- 
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m u m  timc dc1.1~. Iwt\\.ccn n brcnli rcclucst arid tllc s tar t  
of the lmxk  c\.clc is G ps. 

Overhead due to disk activities sliould be minimal in 
order to allo\v simultaneous processing. This calls for a 
1-cycle data  break mode. Especially in a no!irnulti- 
programmed system, the s\\-ap time of programs should 
be short (i.e., let the disk transfer a t  maximum transfer 
rate). 

12'hen swapping, complete fields are transferred. I t  is 
desirable to knon- the disk position so tha t  transfers can 
be planned. 

For simple file handling control in the soft\\-are, i t  is 
desirable tha t  the file space is binary and continuous. 
I t  is also important tha t  the binary-decimal conversion 
not be done in software because of the frequency of use 
and the conversion time (see number convertor). 
Although the address structure of the disk could be 
changed, cost and delivery time would have increased 
and it  would have become a nonstandard disk from a 
replacement (substitution) viewpoint. 

CONTROL UNIT DESIGN 

T h e  control unit is shown in Fig. 1. I t  consists of the 
folio\\-ing main parts: data  flow and parity generation/ 
checking and control, core addressing and b>-te count- 
ing, disk addressing (number conversion), and a com- 
mand decoder and general control taking care of the 
proper state transitions. 

Layout  of a Disk  Track 

For the storage of the information contained in a 
page (called segment), two sectors are required (1/2 
segment = 1/2 X 128 X 12 = 768 bits; 1 sector = 1 XI00 
X8=800 bits). An important use of the disk is as  a 
swapping device in which case 32 segments (a whole 
field) are transferred to and iron1 the disk. 

An empty or unused area (gap) a t  the end of a trans- 
fer is desirable in order to set up the conditions before 
the next transfer starts. This  requirement suggested 
dividing a track into three areas of 16 segments accord- 
ing to Fig. 2. 

Addressing I ~ t f o r t n a t i o n  o?t the Disk 

Using the layout of Fig. 2 gives the disk a storage 
capacity of 48 segments per track, or 100X40=4800 
segments per disk side. 

Addressing a segment on the disk takes (except for the 
1-bit disk side) a 13-bit binary number. A convention 
was made to determine the disk side bit and the thir- 
teenth bit, such tha t  only a 12-bit segment pointer had 
to be stored. The  convention led to the disk address 
space layout of Fig. 3. 

T h e  disk, requiring a BCD track and sector number, 
necessitates process conversion hardware to convert the 
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Fig. 1. Bloc!< diagram of control unit. 

2 Sector 

Fig. 2. Layout of a disk track. 

Area Ranqe - Use - 
I 0 - 4095 User area  f o r  userr w i t h  cven .oscr nii-,oel 

2 4094 - 4799 Syster area.  

3 4800 - 8191 I to*cx i , t i -?  d isk  soace. 

4 8192 - 12287 U s e r  area for users  w l t h  odd user  n u r b e r .  

5 12288 - 12991 S y s t ~ n  area 

6 12392 - 16353 k o n e r ; r t i ~ e  d isk  space.  

Fig. 3. Layout of disk-address space. 

13-bit binary starting segment number. This  process 
consists of a division by 48; the quotient is the track 
number in  binary. T h e  remainder of the division has to 
be multiplied by  two and corrected for gaps in order to 
give t h e  s t a r t i ng  sec tor  number  in b inary .  After th is  

the sector and track numbers have to be converted to 
BCD. 
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This process could be done with a PDP-8 program. 
Such a program occupies 88 core locations and has an 
execution time ranging from 417 to 456 ps. Considering 
its purpose, this program would have to be part of the 

rsident portion of the monitor. Because of its size, exe- 
cution time, and frequency of use, the hardware alterna- 
tive \\-as selected, especially because most of its reg- 
isters \\-ere needed anyway. Fig. 4 shows the flow chart 
of the number convertor as  in~pleinented. Fig. 5 shows 
its organization a t  different process stages. T h e  con- 
version process is done in 13 "clock" times under control 
of the counter C (see Fig. 4). The  main states are: 

1) C=O no operation (idling) 
2)  C= I to 7 serial division by 48 
3) C=8 correction because of gap? 
4) C=3 to 12 conversion binary to BCD 
5 )  C=13 done, ready to determine coi~icidence 

of the disk position and the desired 
starting segment. 

Because of the presence of gaps (during which no 
inforniation sliould be transferred), the position of the 
disk has to be known while transferring. 

-At the end of a track when the requested number of 
sg inents  has not yet been transferred, i t  is desirable to 
contifiue on the next higher track such tha t  for the 
PDP-S the disk looks like two (one fo r  each side) 
c~~ i t i g i l ous  strings of segments. 

Bl- making the registers containing the track and 
:tor numbers to behave as BCD counters (after 

..ddre~s coincidence has taken place), the two objectives 
xentioned above are realized. 

So re  the special way the binary to BCD conversion 
is accomp1ishr.d. This method is based on the fact tha t  a 
numi:er GEQ- 3 (iV = S + m  where m = 0, . . - , 10) after 
a right rotate (see Figs. 4 and 5 )  will be GEQ 10 (i.e., 
2S=10+2m),  n-hich would not be a BCD number. 
Bl- adding + 3  before rotating when N GEQ 5, the 
follon-ing result is obtained: 2iV = 2 X (5 + m + 3) = 2m 
+16. The  16 \\-ill not be visible in the BCD digit; i t  
increments the next higher BCD digit position with 1. 

E.r-ample: 

1 2 4 8 1 6 3 2 6 4 1 2 8 '  

L T l p a  = 1 1 0 1 1 0 0 0 LSS6 5 rotate 

0 1 1 0 1 1 0 0 LSS 5 rotate 

0 0 1 1  o r 1 0  GEQ5 

1 1 0 0  a d d 3  
-- 
1 0 0 1 shift 

1 0 0 1 1 1 0 0 LSS 5 rotate 

0 1 0 0 1 1 1 0 resu1ti:lBCD 

1 2 4 8  1 2 4 g 4  

2 7 

Compare S t a t e  (-)N+--~ 
Note :  C(A) m a n s  conten t5  of r e g i s t e r  A;  far F i  and F:4: see F i g u r e  5 

GEQ meam g r e a t e r  o r  equa l ;  LEQ man% l e s s  o r  e q u a l :  GTR means g r e a t e r .  

U - C ( F N 1 - 3 ) ;  V - C ( F H I - 2 ) ;  W - C ( F N ~ , ~ - 2 . 1 0 ) ;  
X - C(FN1,3-5);  Y = c ( F ~ 2 . 1 - 2 ,  1 3 - 1 3 . ~ 3 ) ;  Z - ~ ( ~ " 1 . 3 - 9 ) ;  

Fig. 4. Flow chart of number converter. 

p- 13-bi:  p o i n t e r  

t h s  p a r t  t o  be d i v i d e d  by 
( low) ; to f i r d  t r a c k  nurber 

L m t i e n t  o f  d iv i5 i .n  

r e m i n d e r  

13 i u b t r d c t i a ~  

$13 1 ~ 1 2  ~ F I I  1 ~ 1 0 1  F9 1 F8 / F, 1 F6  I F5 I F 4  1 F3 I FZ I F )  

F I -2 .10 -13  represent  the  s t a r t i n g  s e q m n t  number which has t o  be c o r r e c t e d .  

a f i e r  w h i c h  the b i n a r y  to BCU convers ion  takes  place For t r a c k  and r e c t o r  

r i d - C o o v c r r i o n  

s teps  s e r i a l  

L e c t o r  N u ~ b e r  L S e c t o r  NumbcrJ 
BCD h i g h  d i g i t  BCD lw d i g i t  

Fig. 5. Flip-flop configuration of the number converter a t  various 
stages (states) in the conversion process. 

B u f e r  ing 

Because of the disks' high da ta  rate (1 word per 5 ps), 
the delay in granting a data-lxenk request (nlax. 6 
ps+1.5 ps), and the delay in the control unit, more t l ~ a n  
tv;o words of buffering arc necdcd. 'l'lle 1)ufTcring is aiso 
used foi the conversion lxtwecil nor& ,lild l~ytes .  Ile- 
cause of the difference in irlterrl,il 1)utfcrillg in the disk 
hard\\-are, an extra stage of bnffcring is rccluired ~ I I ~ I I  
writing on the clisli (see Fig. 6 ) .  ' 1 ' 1 1 ~  nui l~ l~crs  i l l  thc 
registers inrlic,~te thcir size, a11d t l ~ c  ~~un:l)crs  011 the 



Read bead and I 9EADINt CASE 
A ~ i i f i o r  1 

i 
I 

b p l i f i e r  and 1 
YRlTlNG CASE 

I 
Write Head I I 

I I 
I 

I I 
I 

BUFFERING CONTROL Fig. 7. Flow chart  of IOT-command sequence;. 

Fig. 6. BuiTering., parity generation, and cor?trol. 
(written as  the 9 i t h  byte of every sector) was con- 
sidered to be sufficient. 

T h e  P register of Fig. 6 is part of the parity genera- 
lines indicate the width of the transfer paths. Registers 
B and C are divided into subregisters in order to  a!lo:v 
for word-length conversion. tion/checking logic. 

The  control is ~ i iade  to simulate the behavior of Insfrltctions to the ~ i ~ k  
information flo\v i : ~  the  registers. I t  has one flip-flop for 
each register or subregister, and operates completely PDP-8 disk communications are done through input- 

asynchronous from both the disk and the PDP-S under Output (IoT) and interrupts' 

control of its own 4-AII-Iz clock. Control signals from the T h e  IOT commands implemented are the following. 

PDP-8 and disk are not sampled but  used to trigger 
flip-flops in the control unit, thus eliminating such re- 
quiren~ents as specific sampling rates and minimum and 
maximum durations of these control signals. 

The  design of tlle buffering is such that ,  in pri~:ciple, 
arbitrary long \vaiti~ig times can be handled by adding 
more registers. 

1) LSAD clear interface registers and transfer 1 2  

bits of the starting segment address. 
2 )  L R D P  clear interface registers and transfer core- 

memory address (cf field) after \\-hich the disk 
position is transferred to the specified location in 
core. . 

3) LSPF ;kip o n  disk flags (done-terror flags). 
4) LRDS read disk status. Done+error f l a p  are read 

into the accuniulator of the PDP-8. 
5 )  LCLF clear done and error flags. 
6 )  LCAD transfer starting core address. 
7) L R l I S  transfer several bits (requested number of 

segriie~its to be transferred, field nurr~twr, READ 

/WRITE, disk side, thirteenth hit of starting seg- 
ment address). After this command the a c t ~ ~ n l  
transfer starts.  

Read Current Dish Pos i t iou  

A small change in the biifiering structure of Fig. 6 
allowed for the transfer- of the position of the disk, rend 
from the address track, to the PDP-S core memory. 

The  guaranteed error rates of the disk are: for recover- 
able errors Ixtter than 1 in 10l0; for nonrecoveral~le 
errors better than 1 in lo1?. 

T h e  maximum ~lrinilxr of bits transferrablc in one 
hour is 60x60 X 2.4 X lo6 =0.85 X 101°, which nleans 
that  the number of recoverable errors is better than one 
per hour and no~ireco\wable errors better than one per 
100 hours. For these reasons, longitudinal parity 

Interrupts a re  given \\-lien the r eq~~es t ed  tusk is done 
or \\-hen any of the three error conditions occurs. (These 
are: parity error, address error, and instruction error). 

Fig. 7 she\\-s t he  possible sequences of coninunds. 

See PD1'-8 Users Ilandbuok. 
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Read Dlsk 
Pos l t Ion 

Clear  a l l  rcg is  
ters;K=C(ACO-11 

Transfer throug 
euf fer ing d lsk  

Vhcn b u f f e r s  
e m t y  g l v e  
DChE signal 

[ READY 1 

Clear a l l  reg ls -  

t A I I FCLF increment 

odd r e m i n i n g  

4 
Address Error  

Address Comoare 
s ta r :s  here + 

END 

b t e :  AC - Accumulator o f  FOP-8; 1 E  = Address Error 
K - Core-Address Counter: L = FZ-!? (See Figure 51 s 

(3) 

dcnce r l t H  

t ransfer  

Counter 

Pal i  t y  Error 

Address Error  

Note: B = C ( 6 y t e - C o ~ n r e r ) :  5 = ~ f ~ r g r e n t - C o u n t e r ) ;  
T - t rack  N u ~ t e r :  LSi  m a n s  less. 

(b) 

Fig. 8. (a) Flow chart of complete control unit. (b) Flow chart  of 
complete control unit. 

Instructior, and Address Error Detection 

Through the addition of some extra logic, the execu- 
tion of commands disturbing the current execution when 
the disk is active was prevented and resulted in an  
instruction error (see Fig. 7). Addresses out  of range 
result in an  address error. 

MODES OF OPERATION 
A flow chart of the complete interface is given in 

Fig. 8. T h e  basic three modes of operation are very 
apparent: 

1) idling mode, 
2)  READ disk position mode, 
3) READ/WRITE data  mode. 

T h e  state of the a r t  of control unit design, though, is 
well developed in practice. (Little has ever been directly 
reported.) This  article is partially written to show the 
design protocol. T h e  most interesting part is the buffer- 
ing \\rl~ich, in principle, could have been generalized to 
handle arbitrary long service delays. 


