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/G PERSPECTIVE 

Ultracomputers: A Teraflop 
Before Its Time 

Gordon Bell 

Computer dui- have been 'trivhq for r 
decade to build rupcrcompum that nm at 
speeds ncnr one temb (10" h t i n g  point 
operatiom per E C O ~ ~ .  Accelerating this 
achievement would require rho dsvebpmonc 
of what 1 temr "ultr;lcomputsn" (1) h t  
heavily rely on parallel pmauirq. Akosdy, 
htqtncration ulnacompum an available, 
coosisttng of rhoutands of ntworked corn- 
puten and cordng bctween $50 &n to 
$300 million (FUp. 1). But d m  m a c h  
yicld high performnce only in rpccialized, 
highly parallel applicationr, and rht in turn 
nquircs new a1gorfthmr and roftwim. In my 
judgment, rubstantidly more wcrful com- 
puten will be a d a b l e  in l99P"chdt will o&r 
twaAop prhrmancc for the c a t  of ptsoenc 
supercornputan. Wotk fn propem and dc- 
velopmene on the h o h n  pmmk an era of 
ucommodity supercompudng." Iktter com- 
puters will be available in 1995 if the ov- 
mment chat w o u ~  - J o n  
purchtuing present ultracomputera w e e  
turned hcead toward training and uofouars 
to exploit the of rhe next gcncradon. 

In 1989, =bed the tirrrdon UI 
high-performance computing in science a d  
enginccrin and ~pecificolty msnttoned nv- f' eta1 par& archirecturef that could deliver 
terdop power by 1W5, asstuning no a h -  
strainw on price @. My prediction wor that 
either of two dtcmtives could ochkw thir 
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Ag. t .  The race for the teraflop. Peak perform- 
ance of selectad wperoampulero a d  ultra- 
comlxllerc with performmce projection$. CM5 
models from Thinking Machlnw, I&., a1 $30, 
$120, md 4 4 0  million; Intel ParaQon model8 
picod at $60 and NO0 million for 0.3 and 1.8 
teraflops; Ctay RcsearCh supercomputers 
(Clay YMP18, C-W]. and extraPolafed models) 
priced at $30 million; NEC sumre are the SX3 
series supercomputers extrapolated II $30 mil. 
I'm; Cray/DARPA ie the D B ~ ~ O M I P U I C ~  Iaraet for 
Cray's massively patellel computers for-~ioh 
OARPA has contracted, 

u 

goat: (i) t h o w d  ,of proceatiw element& 
each o ntinp on lu own data streah, 
c o n m a  by a singh instruction stream 
(SIh4D) or (li) muldcomputen with over 
a thousand ihtvconnecttd, independent 
corngutan. Thr rhnring of mamoy among 
uvd procclrron did not look feasible, urd 
I ruggeatcd that tradidod mpwomputen 
like tho Cny, wlth multipke vactor processor 
architecture, would not evolve to n teraflop 
und the year 2600. 

Compare thir with what har occurred 
dnce my predictions: Duri 1992, NEC'r 
4-proca~ror S X ~  became the 9 @test cornput- 
ar (3), delivcrtng 90% of itr peak 25.6 
0181t\op6 for the LINPACK benchmark (a 
set of n u m e M  catculations), and Cmy's 
16-pnxcwr C90 provided the greatest 
throughput for rupcrcomputing y r k  loads. 
Traditional supercomputers deliver approx- 
imately 600 to 1,000 flops per dollar. Also 
ot this t h e ,  the SIMD ap roach war &an- 
&ned by Thinking ~ d i n e b ,  Inc., be- 
cause it was only suitable for a few, v e f ~  
large wale problems and uneconomical for 
typical computing work I d .  

Moreover, Intel and think in^ Mactunef 
introduced w i v e l y  parallel multicomput- 
err (mmC) bed on 32-bit "Killer" CMOS 
(complsmsnury mctalsxidc scmiconduc- 
tot) proct~on. In 1992, CMOS micropm 
c u m  &liver 5,000 flopr per dollar-with 
rhc cunrnt rare of processing, 25,000 flop 
per dollar will  ba available in 1905. These 
MW designs join muldc~rn~uters from Al- 
h t ,  AT&T, IBM, Meiko, Mercury, 
NCVBE, P;urytec, Transtech, among oth- 
ers, and Convex, Cray, Fujiuu, IBM, and 
NEC ora all working on new pncracion 
&-bit massively pardel muldcompurcrr. By 
1995, it appean this t am  number of &om, 
together with the evolution of fast, local- 
area network-connected workstations a d  
"killer" CMOS pwefaon, will whcr in an 
era of commodity tuprrcomputing. 

Another development has been the in- 
d u c d o n  of che KSR-1 s h a d  mcmory 
mocblvcly pomllel multiprocesor by Kc& 
Square Rcrcuch, ThL architecrure uses 
1,088 64-bit mlctoproceo~om tied togecher 
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through a dismb~ecd mcmoty scheme calkd 
AUCAW, which cllmhuer physical 

~ddwring. Work ti not bound to a 
p a r t l c u ~ m a m o r ~ . ~ b u c m o n o t o  

P- t h t  require the data. Thk 
P P P ~ O I C ~  Q flutbk b e c ~ s  m y  processor 
can d e p b d  on d t b r  & a pmllrl 
a~~lieat ioni  it k ~nnal p q m c ,  equally 
uaekl for dcfendfic and c o m m d  p r o w .  
hg; and the KSR-1 rum tmdidonsI rupr- 
computer FORTRAN pmgram with high 
throughput. Running the rib shami by d l  
propnorticacon, I will again peer into the 
futm and predict that the KSR archicec- 
hlre-namcly, a shard virtual memory mul- 
tiprocersor--t the most likely blueprint for 
future massively pnnrllal computers. 

Unforrunntcly, one factor that could db- 
rort the noturd wolurion ofsupc~omputin~ 
Ir government involvement. Thu teraflop 
quat is fucled by the d v e  High Perfor- 
mance Computing and Communications 
program, and by DARPA'r k u s  on rtra- 
flopr. Oigabuck programs such ar chis are 
ctnain to acceleratu the quest at the expense 
of progmncwbility, wfulncu to a large 
number of ~ t 6 ,  and long-tcrm develop- 
ment. h d y ,  the e x i t k m  of govern- 
ment-rpowred architecturn b led ro the 
elimination of benchking, open bidding, 
and widest utilicy for a nucow fucw on the 
ternflop. Although DARPA hu r long a d  
tuccurful record of spomring university 
research that ha crertd producu, compa- 
nier, a d  even iirdumies, i fs tole in thc 
development of high-performance comput- 
en through r e l c e ~  dui y should be end- 
ed bccausc it has been pi&d up by industry. 

Whether traditional 6upcrcompuKn or 
mwively para1101 compurm provide more 
computing, mcssured in gigaflop pcr 
month, in 1995 is the subject of a bt 
butween Donny Hillid of Thinkina Ma- 
chine~ and myself (4). Td t iona t  or "true" 
supercomputers are likoly to tupply much of 
the power this dccde because of the in- 
rmllcd xiofovare h e  and programming 
methob. In my view, with a free comput- 
ing market, dcvoid olpuvemment mndat- 
cd nrchirectures and whtte userr ate free to 
~ l e c t  thu m;lchlnef they UJG, the main 
direction will be the &hated memory multi- 
procarmr (5). 


