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ABSTRACT 

This paper  discusses the design and use o f  
system-bui ld ing modules o f  about minicomputer 
complex i ty .  These modules (CMs), are intended t o  
f a c i l i t a t e  t h e  design o f  the fu l l  range o f  digital 
sys tems needed t o  carry  out  current and fu tu re  
computat ional  tasks. 

Module sets f o r  computer system design are 
becoming increasingly complex, driven b y  decreasing 
c o s t  and size o f  hardware and increasing computer 
s y s t e m  performance requirements. Standardized module 
s e t s  have evolved f rom circuit elements t o  gates and 
f l i p - f l ops  t o  1C chips' t o  register transfer level module 
sets. In this paper we  introduce a new, more ( complex, more f lexible set, called Computer Modules 
(CMs). 

A C M  consists o f  a processor (PC) and memory 
(Mp) o f  about  minicomputer complexity, together w i t h  
severa l  ca re fu l l y  designed ports: see Figure 1. The 
I/O and i n t e r r u p t  structures o f  conventional computers 
make it d i f f icu l t  t o  use them t o  construct closely 
coup led  networks.  Addressing this problem, each p o r t  
o f  a CM is  designed t o  handle operations such as 
handshaking and buffer ing, executing concurrently w i th  
t h e  processor o f  the CM. These por ts  allow us t o  
cons t ruc t  C M  sys'tems covering a wide range o f  cost 
and  performance. 

CMs w i l l  come in to physical existence within the 
n e x t  f e w  years: the  current microprocessors o f  Intel, 
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Nat ional  Semiconductor and AM1 [10j a.e prec;.s:-s c' 
t h e s e  modules. This paper presents :-e r a t ~ c - a  9 f c -  
t h e  t r e n d  towards more cotnplex rrca, es and fc-  CVS 
in part icular.  The range o f  app l i ca t ,~?  of CVs a-: :-c 
implications, i.e., e f f ic ient  cornrnunicattc.rs tnterfaces. i - e  
discussed. Finally, we  describe sorre a:~;~cat.c-s, a-:: 
discuss t h e  communications needs ar:! csst/perfc-.-a-:e 
t r a d e o f f s  re la ted  t o  these applicatio-s. 

ARCHITECTURE 

Module Complexity 

CMs are another s tep i n  a csntinuing ! r ~ - s  
t o w a r d  more complex modules. Ore reason fc r  :- s 
t r e n d  is  t h a t  def ining more comprex modules '-2- 

simpler modules yields distinct a:.;-tapes. C-e 
advantage is  tha t  t h e  complex modu:es c t n  be ~ 5 t :  - 
d i f f e r e n t  applications without redes g l ,  and k2*6'0 
systems o f  these modules can be constructec c v  
modi f ied fas te r  and more easily. A se:ond advc-:;I. 
ar ises f r o m  economics o f  scale: b y  standardlzirg :-e 
more  complex modules, they  can be mass pro:-ce~ 
r a t h e r  t h a n  made o n  a custom basis. 

The t r e n d  toward  more complex modules is  a.so 
d u e  t o  decreasing size and cost o f  hardware a-c 

I re increasing pressures f o r  complex systems. - 
pressures f o r  complex systems CO-P from s9.e-a 
sources. One is  the need for  k -,n perk-a- :e  
sys tems such as t h e  IBM 360191 (21, C X  ST:' I?: 
and ILLIAC I V  [3) Another is increas r s  aware-ess =+ 
t h e  advantages o f  decentralized sjstems; t t  s 1s 
ev idenced b y  the appearance c! p o w e r f ~ l  i/ '3 
processors, multiprocessor systems sucn as C.w-3 [;:. 
computer  ne tworks  such as the ;??A pet, a x  
increasingly,'intell~~ent terminals. 

lncreasine module compler~:y also ? i s  
disadvantages. These include (a) ir.flewlS~:.: j C'  

s t r u c t u r e  below the  module level resuiting $3 ct:- 
subopt imal  use . o f  resources t7d  su=c=: - a i  
performance, and (b) inf lexibi l i ty o f  module !L-::C~ 

resu l t i ng  i n  suboptimal systems d e s t j r ~  In crcer t:, 
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Sharing memory among multiple processors: random 
access l o  global variables. 

Sharing peripheral devices: block transmission 
(e.g. disk). 

6. Broadcast of data/control to multiple, independent 
units. 

f 
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Table 1. Common Communicalion Mechanisms 

1. Conrmun~cal ion links: sinele words and data strings 
( low speed). 

2. W o r d - b y - w o r d  inter-computer buffers: single words, 
program-control led. 

3. Block t ransfer  among computers: data strings. 

reduce  these disadvantages, any module set consists of 
a range  o f  module types. At  some p o b t ,  however, 
t h e  number o f  module types begins t o  nu l l i fy  the 
advantages tha t  can be gained b y  standardizing the 
modules. Register transfer level modules are already 
bumping against this ceiling. Any set o f  more complex 
modules wou ld  ei ther take too many module types o r  
become t o o  inf lexible in  function or form, i f  it were 
n o t  f o r  t h a t  classic idea: stored programs. Since CMs 
a re  programmable, any one module t ype  in  the CM 
module s e t  can per form any function, and it is not  
necessary t o  have many d i f ferent  CM types. At  this 
p o i n t  w e  envision a CM set where d i f ferent  types o f  
C M  d i f f e r  on ly  i n  size o f  primary memory (Mp) and 
design o f  I /O  por ts  (e.g. por ts  for communication 
b e t w e e n  local o r  remote CMs and por ts  f o r  interfacing 
w i t h  conventional device controllers). Any one CM, 

, - , h o w e v e r ,  can occupy only one point i n  the I cost/perforrnance space. To obtain a variety o f  levels 
% / 

o f  c o s t  and performance, CMs are interconnected in to 
sys tems o f  vary ing size and complexity. 

The CM can also be viewed as par t  o f  the 
e v o l u t i o n  o f  current  centralized computer structures 
i n t o  h igh ly  distributed, intell igent networks. This 
evo lu t ionary  sequence has proceeded from (a) single 
processor  w i t h  centralized control  o f  1/0, through (b) 
t h e  addi t ion o f  in ter rupts  and local control  o f  110, (c) 
110 processors, and id) multiple central and 110 
processors, f ina l ly  t o  (e) multiple, interconnected 
computers.  Almos-t every current I /O device (e.g. 
t y p e w r i t e r ,  card-reader) and secondary storage device 
(e.g. magnetic tape, disks) could be controlled b y  CMs 
i n  f u t u r e  systems. This not only permits more 
concurrency as wel l  as autonomy w i th  respect t o  a 
c e n t r a l  computing site, but  also permits be t te r  local 
c o n t r o l  f o r  higher rel iabi l i ty and bet ter  failure 
diagnosis. 

Communications 

The wide range o f  performance for  CM systems, 
discussed above, wi l l  be possible only i f  CMs can 
coopera te  e f f i c ien t l y  i n  parallel systems. This requires 
t h a t  t h e  modules be able to  synchronize and 
communicate ef f ic ient ly .  I n  fact, this is the major 
fac to r  t h a t  d i f ferent ia tes CMs from current 

\minicomputers. 
\ .  

Various physical communications structures as 
w e l l  as s o f t w a r e  protocols have been proposed or 

b u i l t  t o  sat is fy  t l ic  needs o f  various parallel systems. 
One instance is the  highly multiplexed switch o f  the 
C.mmp [14]. Ariot her is the asynchronous, .extendable 
r i n g  o f  the D ~ s t r i b u t e d  Comput~ng System [8]. St i l l  
o t h e r s  are the  geographically dispersed ALGHA [I] and 
ARPA ne twork  [12]  systenis, the bus systems such as 
t h e  PDP-I I Unibus [.GI, and the synchronized, highly 
s t r u c t u r e d  ILLIAC I V  system. 

The more common communication mechanisms used 
in such systems are given In  Table 1. These range 
f r o m  t h e  conventional comrnunications link fo r  pair 
dialogues t o  the  shared pr i r~ iary  memory which permits 
any  processor t o  access any global variable. The 
var ious dimensions o f  the interconnection problem are 
(a) logical switching s t ructure (none: single transmitter- 
single receiver; broadcast: sinele transmitter- multiple 
receiver;  Unibus-type: single pair d~aloo,ues 
broadcasted), (b) physical switching structure (links + 
c e n t r a l  switch; bus; loop), (c) node separation (local; 
d is t r ibuted) ,  (d) message type  (1-bit  events; data word; 
var iab le name + data word; data blocks), and (e) node 
addresses (none; single address; subset o f  nodes). 

This wide var ie ty  o f  systems is representative o f  
t h e  f l ex ib i l i t y  required o f  CM interfaces. This 
indicates tha t  CMs must have several communications 
por ts ,  each w i t h  facil it ies fo r  handshaking and other  
f o r m s  o f  synchronization. 

Ef f ic iency o f t e n  requires that  module interfaces 
have independent processin& power. For instancq i n  
many cases independently controlled buf fers  should b e  
p rov ided  t h a t  do no t  liave t o  be direct ly managed b y  . 
t h e  cen t ra l  processor. In ter rupt  queueing and some 
simple i n t e r r u p t  processing might also be performed 
independent ly  o f  the central  processor. CM por ts  
mus t  the re fo re  have sufficiant power and f lexibi l i ty t o  
constr 'uct e f f i c ien t  parallel systems. 

APPLICATIONS 

In order  t o  learn more about how CMs should be 
designed, and also t o  i l lustrate how they might be 
used  t o  design systems, we have investigated a set o f  
applications, including array processing (Fast Fourier 
T rans fo rm processing, generalized array processin-,, and 
radar  signal processing), sorting, lanetlaze processing 
(compilat ion y r d  machine language interpretation), ancl 
process control .  I n  each case, we liave tr ied to  br inz 
o u t  t h e  communications reqbirements and the rarlze o f  
per formance tha t  can he achieved b y  varyin2 the CM 
s y s t e m  structure. I n  this paper we describe in  detai l  
o n l y  t h e  sor t ing and Fast Fourier Transform 
applications. The other applications are discussed 
b r ie f l y .  

Fast Fourier Transform 

The Fast Fourier Transform (FFT) lends i tself  t o  
para l le l  ancl pipelined processin2 [4,5]. For an n-point 
t ransform,  the algorithm can be represented b y  an 
a r r a y  o f  nodcs w i t h  n rows  and log, n colum~is. A t  
each node, t w o  values c a l c u l ~ t e d  b y  the nodes in  the 
prev ious column are processetl, produc~n; a v ~ l u c  10 



b c  used 111 t hc  next column. The calculations of each 
column nr11r.t IIC c ~ m p l c l c d  bcforc  the calculations o f  
t h e  n e x t  r o l u r ~ ~ n  can procccd. W ~ t h i n  any column, 
however ,  the calculations at each node can proceed 
independent ly  o f  the calculations at the other nodes. 

For  an n-point transform, therefore, four simple 
C M  implcmcntat ions are: (a) a fu l l  parallellpipeline 
s t r u c t u r e  using n log n CMs, one for  each o f  the 
nodes, (b)  a paral lei  structure using n CMs, one fo r  
each of t h e  nodes i n  a column, in  e f fec t  folding the 
columns back on  themselves, using an appropriate 
communications net, (c) a pipeline structure using 1og.n 
CMs, one  fo r  each column, and (d) a completely serial 
implementat ion using just one CM. The speeds i n  each 
case are approximately proportional t o  the number o f  
CMs. Furthermore, any node can be implemented using 
severa l  CMs for  higher speed. I n  this way, d i f ferent  
per formance requirenients can b e  satisfied b y  
consruct ing d i f fe ren t l y  structured CM systems. 

The communications requirements are d i f ferent  
f o r  each o f  the four  implementations discussed. 
Pr i va te  o r  shared (bus or loop) connections, size o f  
b u f f e r s  required, handshaking protocols and 
in terconnect ion pat terns are some o f  the 
considerations. 

s o r t i n g  

Various sort ing algorithms can be implemented b y  
CM systems. Some bucket sorts are chosen f o r  
i l lus t rat ion.  

Suppose the  f i le t o  be sorted is divided among 
n CMs, a l l  connected via a ring-type communication 
net .  Each o f  the n CMs are pre-assigned a range o f  
values. The CM examines i t s  port ion o f  the f i l e  and 
any  r e c o r d  which does not  fal l  within i t s  assigned 
range  i s  placed on  the ring. Records on  the r ing 
c i r cu la te  u n t i l  picked u p  b y  the CM i n  whose range 
t h e  r e c o r d  k e y  falls. A f t e r  al l  the records have been 
p icked  up, each CM wi l l  sor t  the records it collected 
( th is  can b e  done either internally t o  the CM or b y  
reassigning ranges t o  the CMs and repeating the 
d i s t r i b u t i o n  process). 

Another  possibil ity is t o  use a t r e e  s t ructure 
(Figure 2). Here, each record arriving at a node is 
s e n t  t o  the  upper or lower successor node as 
appropr ia te,  un t i l  it arrives at a leaf node. Each leaf 
node t h e n  sor ts  the records i t  collected. This t ree 
ind icates a paral lel jpipel ine structure which can b e  

I Figure 2. Sorting Tree J 

mapped i n  various ways onto CM s . r r ? - 5 :  .e cc-  : 
use one C M  f o r  each node in  tke :-E.$. c *  c-e ! :r  

each Ievel, f o r  instance. One might -;: :e :-a: 
i s  a speed mismatch i n  the rat io 2:1 :s:-?J- a-, :I: 
successive levels o f  the tree; t o  cc-.s:: :-.s. ;c c a -  
use a n  array s t ruc tu re  similar t o  t - 2 :  i;* t-• Fas: 
Four ier  Transform. It is important t: -::e t-a: w-: .e  
t.hcse s t ruc tu res  are similar, the t - r ; ; :  cz::ePn , S  

d i f f e r e n t  and consequently differe-: c:-r,c.ca:.zrs 
s t r u c t u r e s  may b e  indicated. 

Other Applications 

In general ized array process - 5  (s-:? as 
per fo rmed b y  t h e  ILLIAC 1V [3]) aca s:z:.a':?= avra7.  
processing (such as radar signal c-::ess -5;. tre 
outstanding fea tu re  i n  many cases is c :so c:-2 - a  cc 
t h e  component CMs. Comm~nicr:  :- 22-:. 9 : ~  

requi rements are l ikely t o  be high, so 1-2 CL.% - s f  tt 

conf igured as an array, a vector, c -  ..-;, t- sc-.e 
o t h e r  interconnect ion s t ructure may t e  - C D J  I o . ~ ,  1-0 

per fec t .  shu f f le  [13]). Each CM can r:cs:ez, s s s ' ,  
one o f  a series o f  computation ste;s. 2 z e  , r s  ;--- C :  2- 

(as in t h e  COC Star), or each CM m,. z s z : ,  2 . :  the 
s teps  t o  one part icular data i tem e; a 1.-e ( a s  IS 

t y p i c a l  f o r  t h e  ILLIAC IV). 

In compilation, partit ioning - cc-: 2: o- 
p rocedure  i n t o  phases allows p i p e h  -; cf  c:-= .cs 
programs, whi le  techniques similar r: !-:-e-e-:a: 
compil ing [7] can b e  applied t o  obt; - z ~ - a . . e  s-: a: 
t h e  subprogram level. The outstar.dir; 'aa:~-e ., the 
communications s t ruc tu re  is the  COX-:^ c a y  czse 
(symbol table, etc.) accessed b y  most c: ;re 3's a t  
each s tage of the  compilation. This ccta s:rl::de 
may b e  s t o r e d  i n  one memory (wk :.- rr5: i l ~ : C  
reques ts  f r o m  any o f  the CMs) or rnr: ce b - s  catec 
a t  each CM. These d i f ferent  schemes I-aiy c. i feeent 
communications structures. 

Jn machine languase interpretat ic-,  rr-a::e: s- is 
ob ta ined  b y  pipelining instruction fe!c-, ce::~? a'c! 
execution, and b y  mult iplying the n u ~ t i -  c i  el.:-! $7 

units.  The denlands rnade on  the ::--,r :o: :-5 

s y s t e m  involves broadcastin2 of :=- :~-E-?IL!P~ 

instruct ions, b u f f e r s  at  the execution -- :s, e::. A 
f i n e  example o f  a high-performance st--::,re as 1-e 
3 6 0 1 9 1  121. B e t t e r  system utilizaticr! it-: t-ere;:*e 
b e t t e r  performance) can be achieved ~f :-s CL.( s , s : c ~  
i s  used t o  execute simultaneously r:-P :-27 :-e 
program, o r  in te rp re t  parallel machine ' 2 - j - 2  jes  ; i  !) 

\ 

In t h e  case o f  process contrc! c:-:-: -5. 
computat ion can usually be done i n  p.-a 5 8 7  :ce-s 
o f  mul t ip le  independent control  tasks. A s,s:?- 2 '  

t h i s  t y p e  is  typ ica l  o f  (a) telephcre I- :c"; r eg .  
c o n t r o l  o f  switching paths in  terms C :  r c 5:: *f- :e 

requests),  (b) discrete process control i s  ;. a t . i - s ' ~ ~  
machine requi r ing simultaneous so lu t~on  c 53; 2 : :  

equat ions o n  a time-sampled bas~s), aqd ':, c SEE:- ::> 
t ime-sampled contro l  (e.3. simultaqe$-s 5 2  ,:- c' 
mu l t ip le  independent contro l  equa!iocs ; c v  \a-,:-s 
loops). I n  each case, w h ~ l e  many opera: :-s a-e c:-e 
in paral lel ,  each o p e r a t ~ o n  is small, and . - z rzwce- :  o f  
o t h c r  operations. Cornmunicat~ons arc-; rce v l *  2-5 
c o n t r o l  tasks is p r o v ~ d e d  by mu l t~p le  I r..s :a t.::ess 
inpu ts  and ou tpu ts  and t o  other compu:e-s (5ee F;-'e 



l i n k s  f rm s i n g l e  p e r m i t s  a s i n g l e  
v a r i a b l e  t o  a t  l e a s t  o u t p u t  t o  be 

c o n t r o l  and g l o b a l  
c c c x u n i c a t  i o n  s t a t e  and 

v a r i a b l e  t r a n s m i s s i o n  

F i g u r e  3. Process c o n t r o l  f o r  a s e t  
of computers p e r m i t t i n g  
redundant c o n t r o l  paths. 

3). Each C M  also requires communications t o  all o ther  
CMs i n  o rder  t o  access common input variables, 
communxa te  global s ta te variables, and t o  repor t  
s ta tus.  The communicatior, requirements are similar t o  
those  encountered. when using multiple CMs f o r  
c o m p i l a t ~ o n  o r  interpretation. c 

CONCLUSION 

We have  discussed the architecture o f  CMs and the 
ooss ib i l i ty  o f  constructing computing systems w i t h  
them. Al though several questions remain t o  b e  
answered about the  CM's architecture, several 
gre l iminary conclusions emerged from this study: (a) a 
rn:croprccessor is  included within each CM (b) the 
s t r u c t u r e  o f  the  I/O por ts  is crucial, and (c) more than 
one  110 p o r t  is  needed per CM. Table 2 gives some 
o f  t h e  character ist ics we expect CM systems t o  have, 
based o n  t h e  anplications we investigated. 

Major  questions remain. Can, CM structures 
successfu i iy  compete w i th  conventional computers? (We 
63 n o t  rocossari ly expect them t o  execute machine 
language fas te r  than an emulated machine, but, given a 
se t  o f  a~o l ! ca t ions ,  we wonder how wel l  a CM system 
wou ld  do  compared t o  a conventional computer.) How 
w e l l  w i l l  a C M  st ructure f i t  a set o f  applications? Is  

4 t t r i b u t e  Values 

I;o. of processors 
\'errors size 
VJord size 
:.o. of p a r t s  
.a. o f  CL! types 
t;o. o f  CVs In a system 

1 
1K words and over 
8 t o  16, bits 
2 t o 5  
1 t o ?  
A few to several thousand 

t h c r c  a g c n ~ r a l  s t r u c t i ~ r e  su ' tabk for rr.ost 
appl icat ions? (Somc work has hccn done i n  t h ~ s  
d i rec t ion  . [ I  I].) How can wc d c v l n  for  a ei,/en 
r e l i a b i l i t y  requirement? HOW do we specify t b e  
communication requirements for a e i v c ~  applicat~oc,' and 
h o w  d o  w e  d c s i ~ n  physical cornrwr.:cat~on structures 
and  in ter -module protocols t o  f i t  tk,ese? These 2nd 
o t h e r  quest ions must be answered. They wi l l  be 
sub jec ts  o f  fu r the r  research. 
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