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Abstract

In the paradigm of linear optics, quantum states of optical field modes are manipulated by means of photon sources, beam splitters, and photodetectors. This restriction of the allowed interactions introduces non-unit success probabilities into every non-trivial computation irrevocably. The resulting probabilistic nature of this architecture opens up questions about scalability of this approach as well as about basic limitations like optimal resource consumption and the construction of optical networks for given tasks.

The scalability question is addressed within the framework of cluster state computing which allows to shift the problem towards the problem of scalable state production. Several schemes with different constraints, resulting in different experimental feasibility, are shown to exhibit optimal scaling behaviour. These schemes include restrictions to certain easy-to-implement gate sets, and the banning of re-routing, which is a major obstacle in optical quantum computing.

In the small-scale regime various methods for constructing and analysing linear optics networks are presented. Rather than constructing the gates in the general quantum gate model, a direct construction from linear optics’ basic elements – beam splitters and phase shifters – will be considered. This can result in higher success probabilities and smaller resource consumption. Due to the complexity of the problems, these techniques are applicable only to quantum gates which involve a small number of optical modes and photons. A couple of examples ranging from state preparation over quantum gates to state discrimination are used to illustrate these tools.
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Introduction

With the advent of computers for information processing and communication, the
demand for faster hardware and optimised algorithms led to a wide range of possible
computer architectures. However, from the theorist’s point of view today’s comput-
ers are equivalent in that they can solve the same classes of problems efficiently.

Classical (here used as non-quantum) information theory is based on the assump-
tion that the concept of information \([7]\) is independent of its physical carrier. Being
implemented with classical devices, the smallest unit of information that is used in
classical computer science is a binary digit (\textit{bit}), so a dichotomic variable that can be
in \textit{either} of two states. These binary signals are carried by systems obeying the laws
of classical physics. Together with a universal set of gates (basic logical operations
such as the NAND gate), the so-called \textit{circuit model} allows for the construction of
computers which can simulate a Turing machine \([8]\) up to polynomial overhead.

The famous quote by Rolf Landauer, “Information is physical” \([9]\), summarises
one of the key insights that led to quantum information theory. By abandoning
classical information carriers, some restrictions of classical information theory could
be avoided. Two-state systems ruled by quantum mechanics are able to adopt not
only their two basis states, but also any complex (and normalised) superposition
of these two. In analogy to the classical case, these two-level quantum systems are
called \textit{qubits} and they are manipulated by \textit{quantum gates} (now in the \textit{quantum circuit
model}) which implement unitary evolutions on the quantum systems. Together
with the structure of composite quantum systems another completely new feature
enters information theory: \textit{entanglement}, which is a type of non-classical correlation
between sub-systems.

With these new features of information carriers at hand, Peter Shor showed in
1994 that factorisation of prime number products – which is believed to be a hard
problem classically – can be solved \textit{efficiently} \([10]\) \textit{(i.e., running time and size of the
circuit depend at most polynomially on the problem size). Due to its importance
to cryptography, this solution led to increased interest in possible quantum infor-
mation processing architectures and the following in-depth investigation of possible
algorithms identified some which are provably more efficient on a quantum computer
than any solution to the problem on a classical one (e.g., searching an unstructured database [11]).

To pave the way to a quantum computer, systems that show intrinsic quantum behaviour – such that they can be brought into coherent superpositions – have to be identified. On the one hand, a theoretical understanding of the internal structure and possible decoherence channels, as well as tailored algorithms for these specific quantum systems are needed. On the other hand, experimental experience of how to initialise qubits carried by these systems in a defined state, how to implement unitary rotations on single and composite systems and how to read out the state of these qubits is necessary. Architectures that have been studied intensively in recent years include the ones based on atoms in optical cavities, trapped ions, superconductors, coherent light beams, nuclear magnetic resonance in molecules, nitrogen vacancy centres in quantum dots, trapped electrons, and single photons.

Qubits carried by single excitations of the electromagnetic field (photons) in the optical regime have the advantage of exhibiting only a small amount of decoherence. Furthermore, light is the natural choice when it comes to transmission of information over large distances as is necessary in quantum key distribution [12] or when coupling computers. On the downside, the lack of interaction implies that photons will not easily be persuaded to allow for non-trivial unitary evolutions on composite systems. An experimental advantage is given by the fact that today’s communication structure is based on fibre- and integrated optics, so some experience and infrastructure is readily available. Furthermore, energy-preserving operations (linear optics [13]) can be implemented experimentally at virtually no cost compared to other architectures where environments with close-to-zero temperatures as well as good vacuum are essential. The biggest experimental challenge is to keep all elements aligned with respect to each other within a wavelength to allow for interference. The most promising route here seems to be integration on optical chips [14], which also paves the way for miniaturisation and mass production.

At the theory side, the foremost open problems include the tailoring of circuits for linear optics and the optimisation of quantum gates and whole algorithms – with respect to resource requirements or the success probability. Being of central interest when it comes to implementations are ways of encoding information in a robust fashion with respect to phase mismatch and photon loss. Further research fields necessary for linear optics quantum computing lie in the construction of reliable photon sources and high efficiency detectors. In this thesis we are going to address the first two aspects, but will assume lossless optics with perfect phase matching. This allows for identification of general limitations and bounds to the linear optics
architecture, carrying over especially to the non-perfect case as well. Owing to the complexity of the problems, we will discuss our solutions in two different parts.

Firstly, a brief review of some basic physical concepts and methods is given in Chapter 2.

Secondly, in Chapter 3, methods will be introduced to explicitly construct linear optics networks for given unitaries and investigate their success probabilities. It turns out, that solutions for small problems (say, up to four modes) can be found explicitly, while solving large problems appears to be intractable.

These methods will be applied in Chapter 4 to a range of problems that are both – within the reach of experimental realisation, and interesting for the understanding of linear optics – as they show some unexpected behaviour. Starting from networks concerned with state preparation and -transformation (Sections 4.1 and 4.2), we will continue with the construction of two-qubit quantum gates (Section 4.3) and finally discuss some examples of measurement devices (Section 4.4).

Chapter 5 is dedicated to arguments concerning the scalability of linear optics. Instead of the explicit construction of large scale networks, bounds based on a fixed set of gates with known success probabilities will be derived. The generic production of entanglement, which is an essential resource for quantum computing, can be separated from the consumption of entanglement during the computation. This is achieved using the concept of a one-way computer [15] which is based on the preparation of highly entangled resource states (the cluster states) before the actual computation takes place and consumes the state successively. In fact, the latter part can easily be implemented with linear optical means, leaving only the question of scalable cluster state production, two different variants of which will be discussed.

A first scheme for cluster state generation will be introduced in Section 5.2, yielding good bounds confirming that scalable linear optics quantum computing could be possible in the framework of one-way computation. Afterwards, a more constrained approach, utilising less freedom, will be shown (Section 5.3). It aims at abandoning some aspects which are especially difficult to implement and is able to adopt almost the same scaling behaviour as is known from the unconstrained scheme.

Finally, in Chapter 6, we will deliver a brief summary of the results within the context of current research and will mention open problems in the field that are related to this work.
The algorithms presented can be implemented using computer algebra systems such as Mathematica\textsuperscript{1} or Singular\textsuperscript{2}. Where exact results could not be obtained, numerics was carried out utilising the programming language C.

\textsuperscript{1}http://www.wolfram.com/products/mathematica/index.html
\textsuperscript{2}http://www.singular.uni-kl.de
2.1 Quantum computing

Quantum information processing takes the idea seriously that when storing or processing information, it matters whether the underlying physical system follows classical or quantum laws. In classical information theory, one is used to the fact that it hardly makes sense to think of the physical carrier of information, as one can transform the information stored in one form to another carrier in a lossless fashion anyway. This abstraction from the physical carrier is challenged when one thinks of single quantum systems forming the elementary processing units. Indeed, the very task of transforming the “information stored in a quantum system” into classical information and back is impossible. Quantum information processing is however not so much concerned with limitations due to quantum effects, but rather thinks of new applications in computing and communication when the carriers of information are single quantum systems.

A quantum computer [16, 17] is such an envisioned device: One thinks of having an array of $n$ quantum systems – for example spins, referred to as qubits. This system, associated with a Hilbert space $\mathcal{H} = (\mathbb{C}^2)^\otimes n$, is initially prepared in a known, preferably pure quantum state described by a state vector $|\psi\rangle^1$. Then one manipulates the state by means of unitary dynamics or by means of measurements. Acknowledging that not every unitary evolution is accessible on a quantum many-body system, in the circuit model, this step of computation is broken down to quantum gates [16, 17] – basic operations $U: \mathcal{H} \mapsto \mathcal{H}$ with $U^{-1} = U^\dagger$, usually acting on a small set of sub-systems. One hence implements a sequence of unitary gates that have trivial support on all sites except single sites – giving rise to single qubit gates – and pairs of sites – two-qubit gates. The state vector after the unitary time evolution is then

$$|\psi\rangle \mapsto \prod_j U_j |\psi\rangle.$$  

(2.1)

---

1We will usually not consider mixed states in this thesis. Therefore, where no confusion can arise, we will use the term “state” to refer to state vectors.
This is followed by local individual measurements on the spins. The measurement outcomes at the end then deliver (typically statistical) data, from which the outcome of the computation can be estimated. Importantly, the quantum systems follow the laws of quantum mechanics and can be prepared in a superposition exploring an Hilbert space of exponentially large dimension. This indicated that some problems could be solved with significantly less effort on this envisioned device than on any classical computer. In fact, some of them – such as factoring – which are believed to be computationally hard classically could be solved with only polynomial effort.

2.2 Linear optics

The underlying physical systems affect the way information can be processed and the techniques used to manipulate these systems can be quite different depending on the actual physical systems at hand. Just imagine internal states of trapped atoms compared to states of the light field as the information carrier. Consequently, procedures to implement the required unitary evolutions (i.e., quantum gates) have to be identified separately for each of the different architectures.

The architecture we will focus on uses single photons to carry the information and energy-preserving optical elements (linear optics) and detectors to transform quantum states. It therefore allows for relatively cheap experimental setups: linear optical elements (beam splitters) are state-of-the-art devices that can be bought off-the-shelf. The real difficulty in experiments is the alignment of these elements with respect to each other to ensure interference (both, first and second order) of the photons. To overcome these drawbacks, future linear optics circuits will be banned on chips, rather than free-space in the laboratory, thereby ensuring stability [14]. Production of optical chips is already an every-day business in the telecommunication sector.

Capturing the action of beam splitter networks in general is as easy a task as it is to calculate a product of matrices describing the beam splitters. However, it is well known, that auxiliary vacuum modes, additional photons and measurements [18] are inevitable for linear optics to access all unitaries in the usual encodings. Together with the state space structure induced by the chosen encoding of logical qubits into suitable sub-spaces of the physical multi-photon system, the situation now looks quite complicated and offers a plethora of open questions.

In the following paragraphs we will revisit some basic concepts which will be used in the subsequent chapters where the actual problems are tackled.
Linear optics

Modes. One term that will be used quite often within this work is the notion of a mode. In the most general case it is defined as an elementary solution of the wave equation of the electromagnetic field with respect to the boundary conditions dictated by the chosen geometry. After quantisation, the excitations of a mode are called photons. To characterise an optical mode, all physical degrees of freedom (i.e., all parameters that determine this particular solution) have to be specified. Because linear optics does not depend on any specific degree of freedom (such as polarisation or direction), the physical nature of the modes will be neglected in the theoretical considerations, and only abstract modes labelled by numbers 1, \ldots, n will be used.

These are usually imagined as spatial modes with the same finite transversal mode profile shifted with respect to each other, subject to mixing on beam splitters. It follows from this abstract starting point, that the solution obtained with the methods shown will also live in this abstract mode space. This lack of physics within the solution implies that features such as inherent stability due to the use of different polarisations in the same spatial mode have to be incorporated by hand.

Encoding. By $\mathcal{H} = (\mathbb{C}^d)^\otimes q$ we will denote the computational Hilbert space of q qudits with basis elements \{\ket{i_1} \otimes \cdots \otimes \ket{i_q} : i \in [0, d-1]^q \subset \mathbb{N}^q\}. Each of these logical states will be implemented by a certain state of the light field. In this work we will focus on product states with respect to the Fock basis, more precisely usually only those with a constant overall photon number for a fixed encoding.

Such a state of $N$ photons in $n \in \mathbb{N}$ modes, the Hilbert space of which will be denoted by $\mathcal{H}_N^n$, is specified by the photon number in each mode. Collectively they can be written as a pattern $\Omega \in \mathbb{N}^n$, such that the overall photon number satisfies $N = \sum_{i=1}^n \Omega_i$. By $\mathbb{N}_N^n$ we will denote the set of all possible patterns on $n$ modes with $N$ photons, its cardinality being

$$\text{card}\mathbb{N}_N^n = \binom{n}{N} := \binom{N + n - 1}{N}.$$  \hspace{1cm} (2.2)

The state vector of the final modes corresponding to the pattern $\Omega$ will be denoted by $\ket{\Omega} = \otimes_{i=1}^n \ket{\Omega_i}$. We will also use the notation $e_i \in \mathbb{N}$ for the pattern describing exactly one photon in the $i$-th mode.

Now, an encoding is a map $\mathcal{H} \to \mathcal{H}_N^n$. For each logical basis state $\ket{i}$ we choose a pattern $\Omega^{(i)} \in \mathbb{N}_N^n$. Then, every logical state $\ket{x_1, \ldots, x_k}_{\text{logical}}$ can be translated into a number state $\otimes_{i=1}^k \otimes_{j=1}^n \ket{\Omega_j^{(x_i)}}$.

\hspace{1cm} Where confusion with the physical states of modes might arise we will distinguish the logical qudit states by appropriate indices or Fraktur letters such as $\ket{\mathfrak{a}}$ and $\ket{\mathfrak{b}}$, etc.
The most common types of encodings are *dual-rail* qudits, so qudits with patterns from \( N^2_{d-1} = \{(0, d-1), \ldots, (d-1,0)\} \). In contrast to *single-rail* (patterns from \( \{(0), \ldots, (d-1)\} \)), the fixed photon number in dual-rail encoding is tailored to linear optics which is inherently photon number preserving.

**Transformation of creation operators.** With \( n \) being the number of modes under consideration, \( |\text{vac}\rangle := |0\rangle^\otimes n \) will denote the vacuum of all modes. Let us fix some notation: \( n \in \mathbb{N} \) will be used for the number of modes in the linear optics problem we are considering, and \( \mathbf{a}^\dagger = \left( a_1^\dagger, \ldots, a_n^\dagger \right)^T \) the vector of *creation operators* on these modes. The creation operators and their conjugate, the *annihilation operators* \( a_i \), satisfy the usual commutation relations for bosons,

\[
[a_i, a_j^\dagger] = \delta_{i,j},
\]

and their action on number states (Fock states) is

\[
a |m\rangle = \sqrt{m} |m-1\rangle \quad \quad \quad (2.4)
\]

\[
a^\dagger |m\rangle = \sqrt{m+1} |m+1\rangle . \quad \quad \quad (2.5)
\]

Therefore, Fock states in the Hilbert space of \( N \) photons on \( n \) modes, \( \mathcal{H}^n_N \), can be written as

\[
|n_1, \ldots, n_n\rangle = \prod_{i=1}^{n} \frac{(a_i^\dagger)^{n_i}}{\sqrt{n_i!}} |\text{vac}\rangle . \quad \quad \quad (2.6)
\]

The term *linear optics* refers to systems described by Hamiltonians which preserve the overall photon number (*i.e.*, passive optics). It turns out [19], that the effect of the evolution is a linear transformation of the creation operators

\[
U : \quad \mathbf{a}_{\text{in}}^\dagger \mapsto \mathbf{a}_{\text{out}}^\dagger = U \mathbf{a}_{\text{in}}^\dagger
\]

(2.7)

described by a unitary matrix \( U \in SU(n) \). Corresponding to such a transformation with \( U = e^{iB} \), its action on the Hilbert space of states is given by the unitary operator \( U = e^{i[aB a^\dagger]} \).

Transformations in the smallest non-trivial case, \( n = 2 \), are physically realised by beam splitters. Depending on the context, different notions of beam splitters are used in the literature. Owing to experimental devices with fixed phase relations, transformations with only one free parameter \( \vartheta \) are often referred to as beam splitters as well. Here we will, however, use the most general form which can be described
Figure 2.1: Decomposition of an $SU(n)$ unitary in terms of a general network of beam splitters according to Ref. [20]. Here, beam splitters (thick lines) are viewed as one-parameter rotations without phases to avoid double phase shifts in the in- and output ports of subsequent beam splitters. Phase shifts are accomplished by phase plates (grey boxes). Together these elements amount to the $2(n(n - 1)/2) + n = n^2$ real parameters of $SU(n)$.

by matrices of the form

$$U_{BS} = \begin{pmatrix} e^{i(\varphi_1 + \varphi_2)} \cos \vartheta & e^{i(-\varphi_1 + \varphi_2)} \sin \vartheta \\ e^{i(\varphi_1 - \varphi_2)} \sin \vartheta & -e^{i(-\varphi_1 - \varphi_2)} \cos \vartheta \end{pmatrix}. \quad (2.8)$$

Not only is $U_{BS} \in SU(2)$, but any $U \in SU(n)$ can be decomposed into a product of at most $n(n - 1)/2$ two-mode beam splitters by means of a Householder-type decomposition [20]. See Fig. 2.1 for more details on this decomposition. This means, the notions of linear optics and beam splitter networks are actually equivalent.

Plugging the linear transformation of the creation operators into Eqn. (2.6), the action of the induced unitary on Hilbert space, $\mathcal{U}$, can be written as

$$\mathcal{U} : |\psi_{in}\rangle = |n_1, \ldots, n_n\rangle = \prod_{i=1}^{n} \frac{(a_i^\dagger)^{n_i}}{\sqrt{n_i!}} |\text{vac}\rangle \mapsto |\psi_{out}\rangle = \mathcal{U} |\psi_{in}\rangle = \prod_{i=1}^{n} \frac{1}{\sqrt{n_i!}} \left( \sum_{j=1}^{n} U_{i,j} a_j^\dagger \right)^{n_i} |\text{vac}\rangle. \quad (2.9)$$

We will see, that unitarity of $U$ is not necessary in some situations. Then, the symbols $\mathcal{A}$ (for the mode transformation) and $\mathcal{A}$ (for its action on the Hilbert space) will be used to highlight the difference.

State vectors are not the only way of capturing the state of bosonic field modes. A different way of looking at them is the following: Obviously, any state $|\psi\rangle \in \mathcal{H}_N$ can be described by a homogeneous polynomial of degree $N$ in the creation operators,
so

$$| \psi \rangle = p_\psi(a_1^+, \ldots, a_n^+)|\text{vac}\rangle \quad (2.10)$$

with $p_\psi \in \mathbb{C}[a_1^+, \ldots, a_n^+]$ (so a polynomial in the creation operators with complex coefficients). Yet another representation will be introduced in Section 3.2.

**Permanents.** An elegant tool that we will use is the permanent of a square matrix $A \in \mathbb{C}^{n \times n}$ [21, 22], defined as

$$\text{per} A := \sum_{\pi \in \text{Sym}(n)} \prod_{i=1}^{n} A_{i, \pi(i)} \quad (2.11)$$

where $\text{Sym}(n)$ is the set of all permutations of $n$ elements. Further, for $\omega, \Omega \in \mathbb{N}_N^n$ we will need the sub-matrix of $A$ obtained by taking $\Omega_i$ times the $i$-th row and $\omega_j$ times the $j$-th column, denoted by $\Lambda = A[\omega|\Omega]$, so

$$\Lambda_{\alpha, \beta} := A_{k,l} \quad \text{such that} \quad \sum_{i=1}^{k-1} \Omega_i < \alpha \leq \sum_{i=1}^{k} \Omega_i$$

and

$$\sum_{j=1}^{l-1} \omega_j < \beta \leq \sum_{j=1}^{l} \omega_j. \quad (2.12)$$

For the sake of readability we will drop brackets where there is no danger of confusion. Similar to determinants, permanents can be expanded in terms of sub-matrices. Keeping the $j$-th row or column fixed, the respective expansions are

$$\text{per} A[\omega|\Omega] = \sum_i A_{j,i} \text{per} A[\omega-e_i|\Omega-e_j] \quad (2.13)$$

$$= \sum_i A_{i,j} \text{per} A[\omega-e_j|\Omega-e_i]. \quad (2.14)$$

With this notation, matrix elements of $\mathcal{U}$ can be written in terms of matrix elements of $U$ as

$$\langle \omega|\mathcal{U}|\Omega\rangle = \frac{\text{per} U[\omega|\Omega]}{\sqrt{\omega! \Omega!}}, \quad (2.15)$$

using the convention $\omega! := \prod_i \omega_i!$ [22].

An intuitive interpretation of the permanent follows from a stochastic point of view. Considering distinguishable systems instead of photons, each term in the sum (2.11) represents the amplitude of observing a specific output pattern, given a

\[ \text{Note, that this corresponds to the sub-matrix } A^T[\omega|\Omega] = A[\Omega|\omega] \text{ with the definition from [22].} \]
certain input pattern. Due to indistinguishability of the photons, there are a number of patterns which are equivalent in the output as well as the input. This is taken care of by effectively summing over all of those pattern. Therefore, one obtains the sum of amplitudes for all combinations of paths the photons can possibly take for given input- and output patterns.
This chapter will give an overview over methods that can be used to construct and analyse beam splitter networks comprised of just a few modes and photons. Although the basic transformations are easy to describe by unitary matrices, analysing their effective action on the quantum states is impeded by the choice of encoding. The size of the state space \( \dim \mathcal{H}_N^n = \text{card} \mathcal{N}_N^n \) grows rapidly in the number of modes as well as the number of photons. Also, the polynomials describing the states exhibit a complicated structure when it comes to several photons in a non-trivial encoding.

Techniques for explicit construction of beam splitter networks for given problems on the computational Hilbert space, based on the polynomial representation of photonic states (related to the ones used in Ref. [31]), will be explained in the first part. More precisely, unitary matrices will be constructed, the decomposition of which into beam splitter networks is already known [20]. This is different to earlier approaches where each problem was solved with individual techniques, rather than systematically. However, in general the translation back into an experimentally feasible network cannot be provided in this abstract setting. What is “feasible” in terms of experiments and what kind of simplifications (e.g., for stabilising interferometers) are available is not included in the algorithm. These questions will have to be addressed on a per-problem basis, as will be demonstrated in the successive examples chapter.

The second part addresses another possible representation of photonic states by means of super-symmetric tensors which might allow to exploit results on higher dimensional tensors. In the case of two photons on four modes this representation was already used in Refs. [35, 36]. Small examples will be considered to find statements on state transformations with linear optical means.

After that, results from algebraic geometry will be applied to the polynomial describing the quantum state, \( p_\psi \in \mathbb{C}[a_1^\dagger, \ldots, a_n^\dagger] \). Statements on decompositions of a state by means of linear optics from the perspective of polynomial factorisation may help building intuition on the problems relevant in linear optics.
3.1 General network construction

Before we go into detail, we shall sketch the general outline of the scheme [4]. In order to find a network (described by the mode transformation \( A \in \mathbb{C}^{n \times n} \)) for a given task of state preparation, unitary evolution, or measurement, we proceed in the following steps:

1. Fix some variables \( A_{i,j} \) due to known dependences of the probability of success \( (p_s) \) on certain gauge transformations (depending on the encoding and the actual problem). This can simplify steps 2–3 considerably.

2. Write down the polynomial equations describing the problem in terms of the \( A_{i,j} \).

3. Check for existence of solutions. If none exist, different auxiliary states are necessary. Change the input- and detection patterns to account for them and proceed with step 1. If solutions exist, find the Gröbner basis (explained in more detail in Section 3.1.4).

4. Solve for \( A_{i,j} \) by back-substitution.

5. Try to maximise \( p_s \) over all (including the previously fixed) variables. This might only succeed if the number of modes and the number of photons are sufficiently small and the set of solutions is well-behaved.

6. Construct the unitary extension and decompose it into \( SU(2) \) rotations, the experimental counterpart of which are beam splitters.

3.1.1 Action of linear optics

For finding optical networks for a task that is given on the level of logical qubits in \( \mathcal{H} \), let us recall how to write photonic Fock states after passing through a linear optical device \( A \in SU(n+m) \):

\[
|\psi^{\text{in}}\rangle = |n_1, \ldots, n_{n+m}\rangle = \prod_{i=1}^{n+m} \frac{\left(\begin{array}{c} a_i^\dagger \end{array}\right)^{n_i}}{\sqrt{n_i!}} |\text{vac}\rangle
\]

\[
\mapsto |\psi^{\text{out}}\rangle = \prod_{i=1}^{n+m} \frac{1}{\sqrt{n_i!}} \left( \sum_{j=1}^{n+m} A_{i,j} a_j^\dagger \right)^{n_i} |\text{vac}\rangle.
\]

Formally this works for any \( A \in \mathbb{C}^{(n+m) \times (n+m)} \) and we forget about unitarity in the next sections, showing later how to recover it. The first \( n \) modes will be the signal
modes (as used in a gate or measurement), the last $m$ ones the auxiliary modes which are required to implement effective non-linear transformations on the signal modes (the initial state and the post-selection condition being independent of the signal). In the abbreviation $|\psi^{\text{out}}\rangle = F(a^\dagger)|\text{vac}\rangle$ we use $F \in \mathbb{C}[a_1^\dagger, \ldots, a_{n+m}^\dagger]$ for a homogeneous polynomial of degree $N + M = \sum_{i=1}^{n+m} n_i$ in the creation operators $a^\dagger = (a_1^\dagger, \ldots, a_{n+m}^\dagger)^T$. In turn, the coefficients in front of the monomials in $F$ are homogeneous polynomials of degree $N + M$ in the matrix elements of $A$. In other words, they are elements of the polynomial ring $\mathbb{C}[A_{i,j}]$.

### 3.1.2 Photon detection

For measurements where the photons come from the input state, or in the cases of state preparation or gates which require auxiliary photons\(^1\), the state of some of the output modes will be conditioned on containing a certain number of photons.

Assuming $m$ photon detectors placed in the output modes $n+1, \ldots, n+m$ report the detection of $m_1, \ldots, m_m$ photons, respectively, the resulting state is given by

$$|\phi\rangle = \langle m_1, \ldots, m_m|\psi^{\text{out}}\rangle = \langle \text{vac}|H(a^\dagger_{n+1}, \ldots, a^\dagger_{n+m})|\psi^{\text{out}}\rangle = G(a^\dagger)|\text{vac}\rangle.$$  \hspace{1cm} (3.3)

Here $H \in \mathbb{C}[a^\dagger_{n+1}, \ldots, a^\dagger_{n+m}]$ is the analogue of $F$ for the target state – a homogeneous polynomial of degree $M := \sum_{i=n+1}^{n+m} n_i$ used to construct the desired state by $H(a^\dagger_{n+1}, \ldots, a^\dagger_{n+m})|\text{vac}\rangle$. Further, $G$ is a homogeneous polynomial of degree $N := \sum_{i=1}^{n} n_i$ in the creation operators remaining after the detection, $a^\dagger_1, \ldots, a^\dagger_n$, again with coefficients being homogeneous polynomials of degree $N + M$ belonging to $\mathbb{C}[A_{i,j}]$. By only considering $a^\dagger_{n+1}, \ldots, a^\dagger_{n+m}$ as variables, $G$ can be obtained as the coefficient of $F$ in front of $H$,

$$G = \text{Coeff}[F,H] = \left(\prod_{i=1}^{m} m_i!\right)^{1/2} \text{Coeff}\left[F,\left(a^\dagger_{n+1}\right)^{m_1} \cdots \left(a^\dagger_{n+m}\right)^{m_m}\right].$$  \hspace{1cm} (3.4)

Note, that $G(a^\dagger)|\text{vac}\rangle$ is not necessarily normalised. Because $\langle \phi|\phi\rangle$ in fact gives the probability of detecting $m_i$ photons in the $i$-th detector, the resulting state will only be normalised in the trivial case of this detector event being the only possible one.

\(^1\)These cases can be handled in the same way as measurements by incorporating the auxiliary photons into the input state $|\psi^{\text{in}}\rangle$. \hspace{1cm}
3.1.3 Objective state

By demanding the final state to be equal – up to global scaling by $\gamma \in \mathbb{R}^+$ corresponding to a lowering of the success probability of the process – to a given target state $|\psi^{\text{tar}}\rangle = Q (a^\dagger) |\text{vac}\rangle$, we obtain the constraint

$$G - \gamma Q = 0$$

(3.5)

for the optical network $A$ to produce the target state, given the input state $|\psi^{\text{in}}\rangle$ with success probability $p_s = |\gamma|^2$. $\gamma$ will be used as an additional variable and maximised in the last step. The expression in (3.5) has to vanish for every monomial of creation operators independently. Therefore, by comparison of coefficients, Eqn. (3.5) can be read as a system of polynomial equations in the $A_{i,j}$,

$$P_k(\{A_{i,j}\}, \gamma) = 0$$

(3.6)

where $k = 1, \ldots, \binom{N+n-1}{N}$ labels patterns $\omega^{(k)} \in \mathbb{N}_N^n$ of $N$ photons in the $n$ signal modes (the physical basis states).

In case of a state preparator, Eqn. (3.5) is the defining equation for $A$. If the device should realise a quantum gate, the equation has to be specified for each state of the input basis separately, so

$$G_l - \gamma Q_l = 0$$

(3.7)

with $l = 1, \ldots, d_q^l$ enumerating the logical basis states of the input, $|\psi^{\text{in},(l)}\rangle = |\Omega^{(l)}\rangle |\delta\rangle$, $\Omega^{(l)} \in \mathbb{N}_N^n$. Independent of the signal state, $\delta$ is the pattern of photons in the auxiliary modes, the state of which will be measured later and used for the purpose of post-selection. For an event-ready quantum gate, $k$ has to run over all possible patterns and $l$ over all allowed input patterns (the logical basis states), but different notions are possible$^2$.

$^2$ Recent experiments considered so-called post-selected gates [23, 24, 25], which refers to post-selection of the signal modes in the output onto the logical sub-space. Although this post-selection is not easily implemented with linear optics (after all, photo-detection destroys the quantum system under observation), it allows for simpler gates to start with (we will consider this type of gates as examples in Section 4.3).

By post-selecting, $l$ only has to enumerate the logical basis states, which results in fewer constraints. The consequence is a set of solutions to problems, where the full gate does not have linear optics solutions without using auxiliary photons (e.g., the controlled phase gate), thus allowing for easier theoretical description and optimisation, and simpler experiments with fewer modes and photons.
This leads to $P_{k,l}(\{A_{i,j}\}, \gamma) = 0$, $P_{k,l} \in \mathbb{C}[\{A_{i,j}\}, \gamma]$, which can be translated to a variety of equivalent forms,

$$P_{k,l}(\{A_{i,j}\}, \gamma) = \text{Coeff} \left[ G_l(a^\dagger) - \gamma Q_l, p_{\omega^{(k)}}(a^\dagger) \right]$$

(3.8)

$$= \langle \omega^{(k)} | m_1, \ldots, m_m | A | \Omega^{(l)} | \delta \rangle - \gamma \langle \omega^{(k)} | \psi^{\text{tar},(l)} \rangle$$

(3.9)

$$= \frac{\text{per}_A[\omega^{(k)}, m_1, \ldots, m_m | \Omega^{(l)}, \delta]}{\sqrt{\omega^{(k)}! \Omega^{(l)}! \delta! \prod_i m_i!}} - \gamma \langle \omega^{(k)} | \psi^{\text{tar},(l)} \rangle$$

(3.10)

$$= 0 \quad \text{(3.11)}$$

where $A$ is the unitary on Hilbert space corresponding to the (not necessarily unitary) mode transformation $A$.

Furthermore, an optical projective measurement device can be seen as a gate followed by projective photon number measurements. Thus, a network implementing a measurement can be described in the same way as a set of polynomial constraints $P_{k,l}(\{A_{i,j}\}, \gamma) = 0$.

If the algorithm to be mentioned in the following section does not return a solution, then different patterns of, or more auxiliary photons have to be included in order for the device to work. Additional photons are taken care of by using modified auxiliary states $|\delta'\rangle$ and modified detection patterns described by $m'_i$. Note, that by increasing the numbers of modes, the size of $A$ will also increase.

### 3.1.4 Solving polynomial equations

Interlude: Introduction to Gröbner bases

In order to solve a set of polynomial equations $\{f_1 = 0, \ldots, f_s = 0\}$ (with the elements of $f = \{f_1, \ldots, f_s\}$ being elements of the polynomial ring over $\mathbb{C}$ with variables $x_1, \ldots, x_n$, $\mathbb{C}[x_1, \ldots, x_n]$) we consider the ideal $I$ generated by these polynomials,

$$I = \langle f_1, \ldots, f_s \rangle := \left\{ \sum_{i=1}^s h_i f_i : h_i \in \mathbb{C}[x_1, \ldots, x_n] \right\}.$$  

(3.12)

Between the mutual set of zeroes of the $f_i$ (also called the algebraic variety) and $I$ there exists a kind duality such that we can investigate generating sets of $I$ instead of the solutions of the original polynomials. Among generators of $I$ there exist some with rather special properties that prove suitable for finding the solutions.

A set $g = \{g_1, \ldots, g_h\} \subset \mathbb{C}[x_1, \ldots, x_n]$ will be called a Gröbner basis [26] of $I$, iff multivariate polynomial division of any $f \in I$ does not leave a remainder. By this definition the first important property is given: when a Gröbner basis for $I$ is
given, the question whether a given polynomial \( f \in \mathbb{C}[x_1, \ldots, x_n] \) belongs to \( I \) can be answered by looking at the result of division of \( f \) by \( g \). Algorithms of finding a Gröbner basis of \( \langle f_1, \ldots, f_s \rangle \) are known, for example Buchberger’s algorithm. Starting with \( f \) as the basis, it proceeds by constructing suitable combinations of pairs of polynomials \( f_k \) and \( f_l \), \( S(f_k, f_l) \in I \) and adding the remainder that is obtained upon division by \( f \) to the basis. This step is iterated until the remainder is zero; the defining condition is satisfied. If the system does not have a solution (there is no common divider), the Gröbner basis consists of only the constant polynomial, \( g = \{1\} \).

Loosely speaking, this algorithm is a generalisation of the Gaussian elimination known for linear equations. Just like in the linear case, the Gröbner basis has another important property that we will use in the following. There exists a hierarchy in the dependence on the \( x_i \) which allows for consecutive elimination of variables. The variables a polynomial \( g_k \) depends on are a subset of the variables \( g_l \) depends on for all \( k < l \). This feature allows for solving the system by back-substitution and solving only one polynomial equation at a time, which is the analogue of the back-substitution performed in Gaussian elimination.

There exist implementations in many computer algebra systems including Mathematica, Singular, and Magma\(^3\).

**Application to the linear optics problem**

Solving (3.7) for \( A \) can be quite a demanding task. Moreover, optimising the success probability, \( i.e. \), finding \( A \) such that \( \gamma \) is the maximum one fulfilling Eqn. (3.7), can quickly become a hopeless enterprise. However, for certain examples of small networks this technique can be applied to solve the problem on a desktop computer in a reasonable amount of time.

For this purpose one calculates the Gröbner basis of the ideal \( \langle P_{k,l} \rangle \) generated by the polynomials \( \{P_{k,l}\} \subset \mathbb{C}[A_{i,j}] \). This will be another set of polynomials \( g = \{g_1, \ldots, g_h\} \subset \mathbb{C}[A_{i,j}] \) with the same set of roots and the special properties mentioned above.

Note, that a symbolic back-substitution will only be feasible for Gröbner bases of small degree, and numerical methods must provide a very high accuracy due to the subsequent dependence of later polynomials on earlier solutions. As pointed out in Ref. [27], there are difficult cases where numerical back-substitution is very instable. Still, for certain instances of small (say, two-qubit) gates, this is a doable task.

\(^3\) [http://magma.maths.usyd.edu.au/magma](http://magma.maths.usyd.edu.au/magma)
That this procedure can run into problems already with a few photons on only a couple of modes is not very surprising. Although many questions regarding the complexity of constructing Gröbner bases are still not answered, it is known [28] that this problem is $\text{EXPSPACE}$-complete. The best known algorithm [29] uses exponential space in the size of the input problem. In fact, the degrees of the polynomials in the Gröbner basis of a problem of $N$ photons in $n$ modes can be bounded from above by

$$2 \left( \frac{N^2}{2} + N \right)^{2^n - 1},$$

(3.13)

which depends doubly exponentially (can be thought of as doubly exponential running time with exponential work space) on the number of modes, but only polynomially on the number of photons. For general ideals the scaling cannot be improved because there exist sets of polynomials the Gröbner bases of which consist of a doubly exponential number of elements of doubly exponential degree. One can hope that the special structure (e.g., the encoding) in this problem can help to reduce the complexity. However, it is known that the homogeneity of the polynomials cannot lift the complexity from $\text{EXPSPACE}$.

For a given instance, the term order also plays a crucial role. This is an artificial and arbitrarily chosen ordering of monomials which has a huge impact on the running time and the resulting polynomials.

### 3.1.5 Manifold of solutions

Apart from no solution at all, the character of the set of solutions $\mathfrak{A}$ can vary a lot: discrete as well as continuous sets of solutions might occur. Thus, in the worst case, the solution (and also the success probability) depends on some free parameters, in general in a non-polynomial way. The set of solutions is discrete, iff the variety has dimension zero. This property can be determined by a $\text{PSPACE}$ algorithm [30]. Therefore, whether the set of polynomials (3.7) has no solutions at all, a discrete, or a continuous set of roots, can be decided more efficiently than calculating the whole Gröbner basis itself.

Some of the parameters encountered in continuous sets of solutions depend on the encoding: As an example, consider a two-qubit gate in dual-rail encoding. The relevant states are of the form $|n_1, n_2, n_3, n_4\rangle$. Due to the photon-number constraints $n_1 + n_2 = n_3 + n_4 = 1$, rescaling the amplitudes of the input modes by $X = \text{diag}\{x_1, x_1, x_2, x_2\}$ changes the success probability according to $p_s \mapsto |x_1x_2|^2 p_s$. For the same reasoning, a rescaling of the output by $Y = \text{diag}\{y_1, y_1, y_2, y_2\}$ results
in a similar rescaling of $p_s$. Because unitary diagonal transformations can be implemented by means of phase shifters deterministically, the $x_i$ and $y_i$ can be assumed to be real and positive.

For any gate acting on a fixed number of photons, these transformations especially include a global rescaling by a number $\beta \in \mathbb{R}^+$, changing the success probability according to $p_s \mapsto |\beta|^{2N} p_s$.

The parameters $x_i$ and $y_i$ will be fixed in the very beginning, decreasing the number of variables and the degree of the polynomials, thus simplifying the steps before considerably. Because the dependence of $p_s$ on these parameters is known, their effect can be accounted for in the following optimisation step anyway.

### 3.1.6 Unitary extensions

In this section we will focus on unitary implementations of non-unitary mode transformations by addition of vacuum modes (compared to implementing non-linear transformations by adding auxiliary photons). To avoid too many symbols, $n$ will be used for the total number of modes from the previous steps, rather than solely signal modes. $\omega$ and $\Omega$ are defined accordingly.

Assuming that all $A_{i,j}$ have been determined, the whole matrix is not necessarily unitary. The constraints imposed by the action of the gate do not include unitarity of the mode transformation. Moreover, unitarity actually cannot be encoded in terms of polynomial constraints over $\mathbb{C}$ which is the condition for the Gröbner basis technique to be applicable to this problem.

Still, there is a way to use the matrix found in the previous step to construct a linear optics network with the desired effect. Whenever a matrix element of the form $\langle \omega | A | \Omega \rangle$ enters the calculation, it can be written in terms of permanents [22] as

$$\langle \omega | A | \Omega \rangle = \text{per} A[\omega | \Omega].$$

(3.14)

Note, that embedding $A$ as a block inside another matrix $U$ does not influence the matrix element for the same input and detection patterns:

$$\text{per} A[\omega'' | \Omega''] = \text{per} U[\omega | \Omega] \quad \text{for} \quad U = \left( \begin{array}{c} A \\ \end{array} \right),$$

(3.15)

$$\omega'' = (\omega, 0, \ldots, 0), \quad \Omega'' = (\Omega, 0, \ldots, 0).$$
Because these new patterns can be realised by adding vacuum modes to the input and conditioning on vacuum in the output, this implies that a bigger network $U$ – which can be chosen to be unitary – can be used to achieve the effect of the non-unitary mode transformation $A^4$. Vacuum projections lead to non-unitary mode transformations ($A \in GL(n)$ or even $A \in \mathbb{C}^{n \times n}$ instead of $A \in SU(n)$) similar to the effect of effective non-linear mode transformations when using photon detection.

Lemma 1 (Unitary extension). For any matrix $A \in \mathbb{C}^{n \times n}$, with its largest singular value $\sigma_1 \leq 1$, there exists an extension

$$U = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in SU(N)$$

such that $N \leq 2n$.

Proof. Let $A = V \sigma W^\dagger$, $\sigma = \text{diag}(\sigma_1, \ldots, \sigma_n)$ with $\sigma_1 \geq \ldots \sigma_n \geq 0$ be a singular value decomposition (SVD) [32] of $A$.

Due to the assumption, all singular values of $A$ lie between 0 and 1. Let $\nu$ be the multiplicity of the largest singular value, or $\nu = 0$ for $\sigma_1 = 0$. Then, there exist $2 \times 2$ matrices $U^{(\nu+1)}, \ldots, U^{(n)} \in SU(2)$ such that $U^{(i)}_{1,1} = \sigma_i$. Let us set

$$U = (V \oplus 1_{n-\nu}) \left( 1_\nu \oplus \bigoplus_{i=\nu+1}^n U^{(i)} \right) (W^\dagger \oplus 1_{n-\nu})$$

with the direct sum arranged such that

$$\left( 1_\nu \oplus \bigoplus_{i=\nu+1}^n U^{(i)} \right)_{kk} = \sigma_k \quad \text{for } k = 1, \ldots, n.$$  

$U$ is unitary by construction and fulfils the embedding criterion stated in the lemma. Also, $N = 2n - \nu$.

In the case that the singular values of $A$ exceed 1, we have to make use of the gauge freedom mentioned earlier. By rescaling the whole matrix in a suitable way, the singular values are ensured to be at most 1. For a gate with an encoding with a constant number of photons, a possible rescaling reads $A \mapsto \alpha A$ with

$$\alpha = \begin{cases} 1 & \text{for } \sigma_1 = 0 \\ \sigma_1^{-1} & \text{otherwise.} \end{cases}$$

---

4This idea was also sketched in Ref. [31]
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\[ \alpha A = \nu \{ W^\dagger \oplus 1_{n-\nu} \oplus \otimes_{i=\nu+1}^n U^{(i)} (V \oplus 1_{n-\nu}) \} \]

Figure 3.1: Construction of a linear mode transformation \( \alpha A \), with singular values bounded from above by 1, which is not unitary by using linear optics and vacuum extensions. \( V \) and \( W^\dagger \) are the unitaries obtained from the SVD of \( \alpha A \), \( \nu \) is the multiplicity of the largest singular value, and the transmittivity of the \( k \)-th beam splitter is given by the singular value \( \sigma_{\nu+k} \). \( A \) was applied successfully if all detectors signalled “no photon”.

More generally one could use \( A \mapsto YAX \) with diagonal matrices \( X \) and \( Y \) describing the rescaling of input and output modes, respectively. Further, all parameters left after solving the polynomial equations will have an impact on the singular values.

The procedure can be easily generalised to rectangular matrices \( A \in \mathbb{C}^{m \times n} \) by making the diagonal matrix at the core of the SVD square. This is achieved by filling it up with zeroes, which corresponds to coupling in \( m - n \) additional vacuum modes \( (m > n) \), or post-selecting \( n - m \) modes in the vacuum state \( (m < n) \).

In terms of linear optics there can be given a constructive interpretation of Lemma 1. The unitaries \( V \) and \( W^\dagger \) can already be implemented as linear optics networks. Further, each of the \( U^{(i)} \) can be interpreted as a single beam splitter put into mode \( i \), coupling it with mode \( n + i - \nu \) which is initialised in the vacuum and post-selected in the vacuum state afterwards. All modes \( i \leq \nu \) are left unchanged between application of \( V \) and \( W^\dagger \). See Fig. 3.1 for more details.

While this result gives rise to a linear optics implementation, it also shows that more vacuum modes will not improve the probability of success. A more precise justification of this statement is postponed to the next section.

3.1.7 Success probability

To see how the success probabilities are affected by the rescaling mentioned above, assume they were fixed in the beginning such that \( |\langle \psi^{\text{out}} | \psi^{\text{tar}} \rangle|^2 = p_h \).

Then, the solution of the polynomial equations (3.7) led to \( n \times n \) matrices \( A \in \mathfrak{A} \), which are still subject to rescaling as \( A \mapsto YAX \). Due to Lemma 1 there always
exists a physical solution \( U \in SU(2n) \) as long as the rescaled singular values are smaller than or equal to 1. Let \( \Omega = (n_1, \ldots, n_n) \) be a pattern of photons in the input modes, corresponding to the state \(|n_1, \ldots, n_n\rangle\). The probability of detecting the pattern \( \omega = (m_1, \ldots, m_n) \) in the output modes is then given by

\[
p(\omega|\Omega) = |\langle m_1, \ldots, m_n | U | n_1, \ldots, n_n \rangle|^2 \tag{3.20}
\]

By construction, the \( n \times n \) block of \( U \) describing the non-trivial modes is \( YAX \) with \( X = \text{diag}\{x_1, \ldots, x_n\} \) and \( Y = \text{diag}\{y_1, \ldots, y_n\} \). Then the permanents can be written as

\[
\text{per} U[\omega|\Omega] = \text{per} A[\omega|\Omega] \prod_{i=1}^{n} x_i^{n_i} \prod_{i=1}^{n} y_i^{m_i}. \tag{3.22}
\]

Because all coefficients in the output state can be written as permanents in this form, the overall success probability will satisfy

\[
ps \mapsto \left| \prod_{i=1}^{n} x_i^{n_i} \prod_{i=1}^{n} y_i^{m_i} \right|^2. \tag{3.23}
\]

After suitable row- and column-wise rescaling, \( A \) is unitarily extendable. To maximise the probability of success one has to find the set of parameters maximising \( ps \) subject to the constraint \( \sigma_1 \leq 1 \). For this being a necessary condition for a linear optical embedding to exist at all, and a sufficient condition for the construction above, more than \( n \) vacuum modes do not help to increase the success probability: Given a matrix \( A \in \mathbb{C}^{n \times n} \) with sufficiently small singular values \( \sigma_1(A) \leq 1 \), the probability of success is already fixed and does not depend on the specific unitary extension, one of which with \( n \) vacuum modes is always possible. Thus, the last step would be to

\[
\text{maximise} \left| \prod_{i=1}^{n} x_i^{n_i} \prod_{i=1}^{n} y_i^{m_i} \right|^2 \tag{3.24}
\]

subject to \( YAX \leq 1 \). \tag{3.25}

When the dimension of the set of solutions after fixing \( Y \) and \( X \) in the beginning is non-zero, the constraint will not only depend on the parameters \( x_i \) and \( y_i \). Via \( A \) other parameters will also have an influence. Only when the variety’s dimension is zero, a discrete set of \( A \)-matrices has to be considered.
To give an explicit analytic solution to the optimisation problem is not easy in general. There are, however, instances when tools from semidefinite programming can be used to find the maximum. Let us highlight some cases. Firstly, there should only be a discrete set of solutions to the polynomial equations (up to application of \(X\) and \(Y\)). Secondly, due to the structure of the problem, only either row- or column-wise rescaling (either \(Y\) or \(X\)) should be allowed (in the following we assume \(Y = 1\)). Then, the optimisation can be written as

\[
\begin{align*}
\text{maximise} & \quad p_s \\
\text{subject to} & \quad AX \leq \frac{1}{B^2D}.
\end{align*}
\]

By using Schur complements the constraint can be written in the equivalent form

\[
\begin{pmatrix}
1 & X \\
X & (A^\dagger A)^{-1}
\end{pmatrix} \geq 0
\]

as a semidefinite constraint. Still, the objective function

\[
p_s = \prod_{i=1}^{n} x_i^{2n_i}
\]

is non-linear. We introduce a hierarchy of additional variables \(x_k^{(j)}\) and semidefinite constraints in order to write this as a convex optimisation problem. Let \(s\) be the smallest integer such that \(2^s \geq N = \sum_i n_i\), and \(\nu_k := \sum_{i<k} n_i\). We set \(x_{\nu_k+1}^{(1)} = \ldots = x_{\nu_{k+1}}^{(1)} = x_k \) for \(k = 1, \ldots, n\), \(x_{N+1}^{(1)} = \ldots = x_{2^s}^{(1)} = 1\), and

\[
x_{k/2}^{(j+1)} = \sqrt{x_{k-1}^{(j)} x_k^{(j)}}
\]

for \(k = 2, 4, 6, \ldots, 2^{s-j+1}\) and \(j = 1, \ldots, s\). The relation between the \(x^{(j)}\) and \(x^{(j+1)}\) will be relaxed to

\[
x_{k-1}^{(j)} x_k^{(j)} \geq \left( x_{k/2}^{(j+1)} \right)^2,
\]

for \(k = 2, 4, 6, \ldots, 2^{s-j+1}\) and \(j = 1, \ldots, s\).
but at the maximum, equality will hold. At the end of the hierarchy, we have $x_1^{(s)} = \sqrt{p_s}$. The full optimisation problem now reads

$$\text{maximise} \quad x_1^{(s)}$$

subject to

$$\begin{pmatrix} 1 & X \\ X & (A^\dagger A)^{-1} \end{pmatrix} \geq 0$$

$$\begin{pmatrix} 1 & x_k^{(1)} \\ x_k^{(1)} & 1 \end{pmatrix} \geq 0 \quad \text{and}$$

$$\begin{pmatrix} x_k^{(1)} & 1 \\ 1 & x_k^{(3)} \end{pmatrix} \geq 0 \quad \text{for} \quad k = N + 1, \ldots, 2^s$$

$$\begin{pmatrix} x_{k-1}^{(j)} & x_{k/2}^{(j+1)} \\ x_{k/2}^{(j)} & x_k^{(j)} \end{pmatrix} \geq 0 \quad \text{for} \quad k = 2, 4, 6, \ldots, 2^{s-j+1}$$

and

$$j = 1, \ldots, s.$$  

It can be solved in an efficient way using methods from convex optimisation [33, 34], which are available, for example, in form of the SeDuMi\textsuperscript{5} package for MatLab\textsuperscript{6}.

Another instance which can be handled analytically is the case $n \leq 4$. Then, the singular values can be given in a closed form as solutions to a fourth-order polynomial equation. Therefore, the constraints $\sigma_i \leq 1$ can be written using only polynomials in the optimisation variables. Solutions to polynomial constraints can be found by using a variety of algorithms (not necessarily efficient). Solvers are available, e.g., Mathematica can compute the exact extremum when polynomial constraints are used. Also, polynomial relaxation techniques can lead to efficiently solvable convex optimisation problems which bound the original one.

To illustrate this method, let us consider the smallest case, so $n = 2$. The singular values of $A$ (where $A$ may include rescaling parameters already) are

$$2\sigma_2^2 = ||A||_2^2 \pm \sqrt{||A||_2^4 - 4|\det A|^2}. \quad (3.32)$$

Because $\sigma_+ \geq \sigma_-$, the list of constraints shortens and the full optimisation problem can be cast into the form

$$\text{maximise} \quad p_n$$

subject to

$$||A||_2^2 - 1 - |\det A|^2 \leq 0$$

$$||A||_2^2 - 2 \qquad \leq 0,$$

\textsuperscript{5} http://sedumi.mcmaster.ca/

\textsuperscript{6} http://www.mathworks.com/products/matlab
where $p_s$ is a monomial in the rescaling parameters (see Eqn. (3.23)).

Another method for arbitrary $n$ which will result in a set of polynomial constraints will be shown in Section 4.3.5. This type of problems can either be solved with a lot of effort exactly, or relaxations can be applied to cast the polynomials in a form similar to the one sketched above, yielding bounds to the solutions.

For larger problems in general only approximations can be given with these techniques. The challenge in solving the optimisation problem is to bound the singular values of the matrix product $YAX$. Some crude bounds are known, summarised in Appendix B. In contrast to the singular values, however, some of these bounds are invariant under permutation of the matrices. Therefore, with these approximations, tight bounds can only be expected in trivial cases (e.g., global rescaling).

### 3.2 State transformations

In experiments the sources for multi-photon states can usually produce only a restricted set of states. When quite different ones shall be used in the experiment, simple state transformation circuits rather than full quantum gates are interesting.

The corresponding theoretical problem is to find a circuit for transformation of a given input state to a given output state. Compared to a full quantum gate, the constraints are much weaker, giving hope to find optical networks within experimental means.

#### 3.2.1 A convenient way of specifying bosonic state vectors

Any $|\psi\rangle$ state of $k$ photons on $n$ modes can be written as a homogeneous polynomial $p_\psi \in \mathbb{C}[a_i^\dagger]$ of degree $k$ in the creation operators

$$|\psi\rangle = P(a^\dagger) |\text{vac}\rangle.$$  \hfill (3.34)

Now, any homogeneous polynomial $P$ can be written in terms of a symmetric tensor (state tensor, or state matrix for $k = 2$) of order $k$,

$$P(a^\dagger) = S_{i_1 \ldots i_k} a_{i_1}^\dagger \cdots a_{i_k}^\dagger,$$  \hfill (3.35)

where the summation over $i_1, \ldots, i_k$ is taken implicitly from 1 to $n$. Symmetry here means the invariance of $S$ under all permutations of the indices, $S_{i_1 \ldots i_k} = S_{\pi(i_1) \ldots \pi(i_k)}$ for all $i_1, \ldots, i_k = 1, \ldots, n$ and $\pi \in Sym(k)$. It represents the indistinguishability of bosons in this language.
3.2.2 \( k = 2 \)

In the special case of two photons, \( S \) is a matrix and the polynomial can be expressed as

\[
P(a^\dagger) = (a^\dagger)^T S a^\dagger,
\]

and as

\[
P(U a^\dagger) = (U a^\dagger)^T S (U a^\dagger),
\]

after passing through a linear optics network the action on the modes of which is represented by the \( n \times n \) matrix \( U = (U^\dagger)^{-1} \). As a special case of the singular value decomposition, the Takagi factorisation \([32]\) ensures that any symmetric matrix \( S \) can be written as \( S = U^T \Sigma U \) with \( \Sigma \) diagonal, and positive semi-definite. The diagonal is composed of the singular values \( 2^{-1/2} \geq \sigma_1 \geq \cdots \geq \sigma_n \geq 0 \) (the non-negative square roots of the eigenvalues of \( SS^\dagger \)) of \( S \). Therefore, any state of two photons can be transformed to the diagonal form

\[
|\psi\rangle \mapsto \sum_{i=1}^{n} \sigma_i \frac{1}{\sqrt{2}} (a_i^\dagger)^2 |\text{vac}\rangle
\]

by means of linear optics\(^7\). This diagonal form can be seen as a Schmidt-decomposition of the state of modes. This becomes more clear when thinking of the photons as distinguishable qudits the state of which is the mode they occupy. Indistinguishability is then ensured by the symmetry of \( S \). The rank of \( S, \nu := \text{rank } S \) is the number of non-zero singular values, the Schmidt-rank. In the following we will use the term \textit{state} to refer either to \( S \), or the state vector \( |\psi(S)\rangle \) induced by (3.35) and (3.34). Normalisation of the state vector translates into \( \text{tr } \Sigma^2 = 1/2 \).

3.2.3 State transformation

In this language the optimal state transformations for two-qubit states can be found:

\textbf{Lemma 2} (Optimal state transformation). Let \( S^{(1)} \) and \( S^{(2)} \) be two bi-photon states on \( n \) modes. Then, \( S^{(1)} \) can be transformed into \( S^{(2)} \) with linear optics, vacuum detectors and empty ancilla modes if and only if \( \nu^{(1)} \geq \nu^{(2)} \). The optimal success probability of such a transformation is given by

\[
p_s (S^{(2)}|S^{(1)}) = \mu^2
\]

\(^7\)The \( k = 2, n = 4 \) case was used already in Refs. [35, 36]. Thanks to Dmitri Uskov for pointing out the nice structure of this.
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with

$$
\mu := \max_{\pi \in \text{Sym}(n)} \min \left\{ 1, \frac{\sigma^{(1)}_{\pi(1)}/\sigma^{(2)}_{1}}{\sigma^{(1)}_{\pi(1)}/\sigma^{(2)}_{\nu(1)}}, \ldots, \frac{\sigma^{(1)}_{\pi(\nu(1))}/\sigma^{(2)}_{\nu(1)}}{\sigma^{(1)}_{\pi(\nu(1))}/\sigma^{(2)}_{\nu(1)}} \right\}. \quad (3.40)
$$

Proof. Let $\Sigma^{(1)} = (U^{(1)})^T S^{(1)} U$ and $\Sigma^{(2)} = (U^{(2)})^T S^{(2)} U$ be the diagonal forms of the two bi-photon states. Note, that the diagonalisations – the unitaries $U^{(1)}$ and $U^{(2)}$ – can be carried out deterministically with linear optics alone. Now, two diagonal matrices are $T$-congruent with the congruence matrix being a product of a diagonal matrix (phases can be neglected due to $\Sigma^{(1)}$ and $\Sigma^{(2)}$ being real and non-negative) and a permutation.

Linear optics and vacuum extensions allow exactly for matrices with singular values smaller than or equal to 1. Therefore, a necessary condition for such a transformation is $\nu^{(1)} \geq \nu^{(2)}$ (to increase the rank, non-linearities induced by ancilla photons are required). If this is fulfilled one still has to guarantee that the singular values do not increase during the transformation. Let $\pi \in \text{Sym}(n)$, so a permutation of the $n$ input modes (which can be implemented deterministically), and denote by $\pi^*$ one that achieves the maximum in Eqn. (3.40). Now we can rescale $\sigma^{(2)}$ by $\mu$ such that

$$
\sigma^{(1)}_{\pi^*(i)} \geq \mu \sigma^{(2)}_i, \quad (3.41)
$$

which ensures the correct relation between the singular values of the in- and the output state. Now, $\Sigma^{(1)}$ can be transformed into $\Sigma^{(2)}$ by using the mode transformation described by the $n \times n$ matrix

$$
D = \mu^{1/2} \text{diag} \left\{ \left( \frac{\sigma^{(2)}_1}{\sigma^{(1)}_{\pi^*(1)}} \right)^{1/2}, \ldots, \left( \frac{\sigma^{(2)}_{\nu(1)}}{\sigma^{(1)}_{\pi^*(\nu(1))}} \right)^{1/2}, 1, \ldots, 1 \right\}, \quad (3.42)
$$

so an attenuation achieved by coupling each mode separately to a vacuum ancilla. Note, that an attenuation is also possible if a $\sigma^{(2)}_k$ vanishes: the $k$-th mode will simply be replaced by the vacuum ancilla using a beam splitter with unit reflectivity.

This gives rise to a well-defined version of $D$ on the first $\nu^{(1)}$ modes. An attenuation on the other modes does not influence the output state because there is no contribution of the input state to these modes. The success probability of the whole transformation can be found by normalising the output state,

$$
p_s \left( S^{(2)} | S^{(1)} \right) = 2 \text{tr} \left( \mu \Sigma^{(2)} \right)^2 = \mu^2. \quad (3.43)
$$

It is the optimal one in this setting due to the maximisation over all possible mode permutations in Eqn. (3.40).
3.2.4 Classes of two-photon states in dual-rail encoding

Let us fix \( n = 4 \), as this is the usual case used for dual-rail encoding. Then there are four equivalence classes, \( \nu = 1, \ldots, 4 \) inside which states can be transformed into each other with non-zero success probability. These include

- a Fock-2-state (\( \nu = 1 \)),
- two modes, each of which is occupied with a single photon (\( \nu = 2 \)),
- the superposition of two photons being in either of three modes (\( \nu = 3 \)), and
- an EPR pair in dual-rail encoding (\( \nu = 4 \)).

The dual-rail states are of particular interest due to this type of encoding being especially suited for experiments. They can be written as

\[
S_{dr} = \begin{pmatrix}
  a & b \\
  c & d \\
  a & c \\
  b & d \\
\end{pmatrix}
\]

(3.44)

with \(|a|^2 + |b|^2 + |c|^2 + |d|^2 = 1/4\). \( \det S_{dr} = (ad - bc)^2 \), where \( a, b, c, \) and \( d \) are the coefficients in front of the dual-rail basis states divided by 2. These states include two classes: \( \nu = 2 \) (\( \det S_{dr} = 0 \)) and \( \nu = 4 \). Singular values of \( S_{dr} \) come in pairs of

\[
\sigma_{\pm} = \frac{1}{\sqrt{8}} \sqrt{1 \pm \sqrt{1 - 64|\det S_{dr}|^2}}.
\]

(3.45)

Hence, the optimal success probability in this framework of a transformation that does not increase the rank (so \( \nu^{(1)} \geq \nu^{(2)} \)) reads

\[
p_s \left( S_{dr}^{(2)} | S_{dr}^{(1)} \right) = \begin{cases}
  \left( 2\sigma_{+}^{(1)} \right)^2 & \det S_{dr}^{(2)} = 0 \ (\nu^{(2)} = 2) \\
  \left( \sigma_{+}^{(1)} / \sigma_{+}^{(2)} \right)^2 & 0 < \left| \det S_{dr}^{(2)} \right| < \left| \det S_{dr}^{(1)} \right| \\
  \left( \sigma_{-}^{(1)} / \sigma_{-}^{(2)} \right)^2 & \text{else}.
\end{cases}
\]

(3.46)

3.2.5 Increasing the rank

The construction to transform a state into another one shown in Section 3.2.3 is possible iff the rank does not increase. In order to achieve this, ancilla photons are required. What are necessary and sufficient conditions on the photon numbers? Let
us consider a state $S$ with $\nu < n$ in diagonal form:

$$S = \begin{pmatrix} \ddots & \sigma_\nu \\ & 0 \\ & \ddots \end{pmatrix}. \quad (3.47)$$

Applying a 50 : 50 beam splitter to the mode pair $(\nu, \nu + 1)$ results in

$$S' = \begin{pmatrix} \ddots & \sigma_\nu/2 & \sigma_\nu/2 \\ & \sigma_\nu/2 & \sigma_\nu/2 \\ & \ddots \end{pmatrix}. \quad (3.48)$$

In a further step, an NLS gate [37] on mode $\nu$ delivers

$$S'' = \begin{pmatrix} \ddots & -\sigma_\nu/2 & \sigma_\nu/2 \\ & \sigma_\nu/2 & \sigma_\nu/2 \\ & \ddots \end{pmatrix}, \quad (3.49)$$

which has rank $\nu + 1$ and singular values $\sigma'_\nu = \sigma'_{\nu+1} = \sqrt{2} \sigma_\nu$. With this procedure the rank can be increased by 1 using one additional photon. We conjecture that this is also the maximum amount the rank can be increased by when using 1 photon: it can be shown that in order to generate an EPR pair out of single photons, a supply of two additional photons is required (see Section 3.3). Therefore, we conjecture the resources required to transform state $S^{(1)}$ into $S^{(2)}$ are max $\{0, \nu^{(2)} - \nu^{(1)}\}$ single photons.

The KLM CZ has the ability to change the rank of a state by 2. This is achieved by two-fold application of an NLS gate. However, using NLS gates is by no means an optimal procedure concerning the success probability, as can be inferred from the existence of EPR producing circuits and CZ gates with $p_s > 1/16 = p_{\text{NLS}}^2$. 
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3.2.6 Higher dimensional spaces

$n > 4$

Keeping $k = 2$ fixed, the case $n > 4$ corresponds to using an encoding on more than two modes per qubit. In the physical world this can be realised by using more modes in the same degree of freedom, or by using additional degrees of freedom. The resulting states of higher rank $\nu > 4$ are often referred to as hyper-entangled states. Our framework which is centred around the modes and their excitations, rather than photons and their intrinsic properties (as in the first quantisation), allows to understand these states with a simple notation and without the danger of confusion about how the sub-systems are implemented.

For increasing the rank, special gates utilising additional photons can be applied. Let us mention a different approach, which is very similar to the generation of linear cluster states by means of fusion gates [38] (see Section 5.2). Simple projective measurements can be applied instead, building up higher rank states out of a supply of states with lower rank. Consider two diagonal states with respective ranks $\nu_1$ and $\nu_2$ on disjoint sets of modes. If two modes – one of each of the states – are interfered on a beam splitter and only outcomes of exactly two photons in total in these two output modes are accepted, the resulting state in the remaining modes will be one of rank $\nu_1 + \nu_2 - 2$. Given the interfering modes are labelled $\alpha$ and $\beta$, the probability of this process succeeding is

$$p_s = \sigma_\alpha^2 + (\sigma_\beta')^2 - 4\sigma_\alpha^2(\sigma_\beta')^2. \quad (3.50)$$

The actual (unnormalised) output state is described by

$$P(a_i) = \sigma_\beta' \sum_{i \neq \alpha} \sigma_i (a_i^\dagger)^2 + \sigma_\alpha \sum_{i \neq \beta} \sigma_i' (a_i^\dagger)^2. \quad (3.51)$$

In analogy to the generation of cluster states, these states can be imagined as chains with the vertices being the modes. Then, the beam splitter with the photon counters afterwards act on the two chains by either generating a longer one, or by totally destroying both.

Higher photon number

In the case of higher photon number ($k > 2$), matters are more complicated. A simple counting argument shows, that the state-tensor cannot be diagonalised in
general. While the dimension of the set of symmetric $k \times n$ tensors,

$$\binom{n}{k} = \binom{n+k-1}{k},$$  \hfill (3.52)

grows exponentially with $n$ and $k$, the only handle one has are $n^2$ parameters (constant in $k$) from the unitary mode transformation. However, the diagonal only allows for $n$ entries, making the two-photon case rather special. Similar problems were encountered while looking for a generalised (i.e., for more than two parties in a system) Schmidt-decomposition [39, 40].

Nevertheless, there are possible generalisations to the singular value decomposition (SVD) used in the matrix case. These include the CP-decomposition [41, 42], the Tucker-decomposition [43], and the higher order SVD (HOSVD) [44]. While each of them takes some properties of the SVD, there does not exist a higher order counterpart with all the properties and such a well developed theory as for matrices. One possible way to generalise the SVD for our purposes will be shown in Section 4.2.

### 3.3 Polynomial factorisation

Abstracting from the physical interpretation behind the polynomials that describe a bosonic quantum state, we can interpret the problems from Section 3.2 from the viewpoint of polynomial factorisation: Let $f \in \mathbb{C}[x_1, \ldots, x_n]$ be a multi-variate polynomial, can it be written as a product of polynomials $g, h \in \mathbb{C}[x_1, \ldots, x_n]$, such that $f(x) = g(x)h(x)$? In the case where $f, g$, and $h$ are homogeneous (which is most interesting with respect to the encodings one usually considers in linear optics), the methods of Section 3.2 apply. Writing a state as a product of linear terms amounts to finding a linear optics network with vacuum modes and detectors such that, given product input, the output state is the objective one.

In the special case of degree 2, $f = p_\psi$ factorises iff $\text{rank} S \leq 2$: In this case $g$ and $h$ are linear in each of the variables and a suitably chosen transformation $A \in \mathbb{C}^{2 \times 2}$ (which can be generated by linear optics with vacuum extensions) affects them such that $g(Ax) = x_1$ and $h(Ax) = x_2$, giving rise to a state matrix of rank 2 or less. For a larger rank the state can be reduced to one with rank 2 by using a singular mode transformation $A \in \mathbb{C}^{n \times n}$. But it cannot be written as a product of linear combinations because $A$ will not be invertible.

Results that are more general are known from algebraic geometry. In Ref. [45] a condition for bi-variate polynomials (so, two-modes states) $p_\psi \in \mathbb{C}[x, y]$ is given.
Lemma 3 (Ruppert [45]). Let \( p(x, y) = \sum_{i,j=0}^{n} p_{i,j} x^i y^j \) a bi-variate polynomial of degree \( n \) in both variables and \( M \) a block matrix \( M \in \mathbb{C}^{2n(2n-1) \times (n+1)(2n-1)} = (B, C) \) where \( B \) and \( C \) are block matrices, the matrix elements of the blocks \( B^{i,j} \in \mathbb{C}^{(2n-1) \times (n+1)} \) and \( C^{i,j} \in \mathbb{C}^{(2n-1) \times (n-1)} \) of which are given by

\[
B^{i,j}_{k,l} = -(k - 2(l - 1))p_{i-j,k-l+1} \quad (k, l) \in [1, 2n - 1] \times [1, n + 1] \tag{3.53}
\]

\[
C^{i,j}_{k,l} = (i - 2(j - 1))p_{i-j+1,k-l} \quad (k, l) \in [1, 2n - 1] \times [1, n - 1]. \tag{3.54}
\]

For convenience, we use the convention \( p_{i,j} = 0 \), if either of the indices does not lie in the range \( 0, \ldots, n \).

Then, \( p \) is irreducible (i.e., it cannot be written as a product of non-trivial polynomials), iff \( M \) has full rank, so \( \text{rank} M = 2n^2 + n - 1 \).

This result allows us to test for reducibility by calculating the determinants of all \((2n^2 + n - 1) \times (2n^2 + n - 1)\) sub-matrices of \( M \). By using the following lemma from Ref. [46], the test can be extended to general multi-variate polynomials.

Lemma 4 (Kaltofen [46]). Let \( p \in \mathbb{C}[x_1, \ldots, x_n] \) and \( L = \mathbb{C}(v_1, \ldots, v_n, w_2, \ldots, w_n, z_2, \ldots, z_n) \). Then, \( p \) is irreducible over \( \mathbb{C} \) iff \( \pi \in L[x, y] \) with \( \pi(x, y) = p(x+v_1, w_2 x + z_2 y + v_2, \ldots, w_n x + z_n y + v_n) \) is irreducible over \( L \).

In the multi-variate case, the \( v_1, \ldots, v_n, w_2, \ldots, w_n, z_2, \ldots, z_n \) are indeterminants, i.e., the rank of \( M \) has to be considered with these variables being unknown.

The construction of the Ruppert matrix \( M \) can easily be implemented in Mathematica, allowing for testing whether given photonic states can be generated from a product input and linear optics. For example, a Bell state in dual-rail encoding is described by a polynomial \( p(x_1, x_2, x_3, x_4) = 2^{-1/2}(x_1 x_2 + x_3 x_4) \). After using Lemma 4, the corresponding Ruppert matrix (shown in Appendix C) is of size \( 12 \times 9 \) and has full rank, so no factorisation of the polynomial \( p \) – and therefore of the state \( |\psi\rangle = p(a_1^\dagger, a_2^\dagger, a_3^\dagger, a_4^\dagger) |\text{vac}\rangle \) by linear optical means – is possible.
Examples of small-scale networks

Here we discuss small networks that may be of interest for experimental realisation. We use the techniques introduced before to explicitly construct specialised networks for a wide range of tasks (such as state preparation, quantum gates, and measurements) including only a small number of photons and modes. After solutions are obtained, they will be translated into the physical world. We try to optimise the networks for experimental feasibility by exploiting common tricks (such as using polarisation for dual-rail qubits).

While previous constructions of small networks in the literature were based on ad-hoc approaches specially tailored to the respective problems, our aim is to investigate this subject in a more systematic fashion. We will revisit networks for a variety of problems:

- State transformations for dual-rail qutrits (Section 4.2). A special class of transformations not requiring interferometers was already used in Ref. [51]. We will present general way of constructing such state transformations and will also generalise them to the three-photon (ququad) case.

- Controlled phase gates as introduced and experimentally implemented in Refs. [23, 53, 54] (Section 4.3). We will generalise them to arbitrary phases and prove their optimal probability of success. Further, such gates with two control qubits will be investigated. Here our construction will deliver the optimal success probability as well, in contrast to earlier proposals in Refs. [61, 62].

- Bell state measurements (Section 4.4.2). Although apparently settled (maximum success probability for with the help of auxiliary vacuum modes $p_s = 1/2$ [63] is achieved by the network introduced in Refs. [66, 67]), we will emphasise the importance of being able to apply easy-to-implement stochastic local unitaries (i.e., beam splitters). Without it we will discover a much smaller optimal success probability.

- Photon number resolution with linear optics and bucket detectors (Section 4.4.3). As already shown in Ref. [71], this is not possible with non-perfect
detectors. A new proof will be shown and a network will be constructed for the purpose of photon number discrimination with perfect bucket detectors.

### 4.1 NOON state generation

In order to illustrate the methods introduced in the previous chapter, we start with the task that is important in the very beginning of every quantum computation: state preparation. As already mentioned for the case of the one-way computer, specially tailored multi-partite quantum states have a wide range of applications as resources in different protocols. One prominent example are the so-called NOON states, defined for \( n = 2 \) modes and \( N \in \mathbb{N} \) photons by

\[
|\psi^N\rangle = 2^{-1/2} \left( |N, 0\rangle + |0, N\rangle \right).
\]  

The interference pattern obtained by interfering the two modes shows a highly sensitive dependency on the relative phase between the two paths. Upon post-selection on \( N \)-photon events, the \( N \)-fold phase picked up by \( N \) in contrast to a single photon can be used to beat the classical diffraction limit in lithography [47]. This conditioning, however, requires \( N \)-photon absorbing material the lack of which still prevents applications of this protocol.

There are already various proposals for NOON state generation by linear optics [48, 49, 50], but here we aim at finding a network for a fixed size which shall be optimal with respect to its probability of success [4].

In our example we will fix \( N = 5 \), so

\[
Q (a^\dag) = 240^{-1/2} \left( (a_1^\dag)^5 + (a_2^\dag)^5 \right)
\]  

and start from a product of Fock states on three modes, \( |\psi^{\text{in}}\rangle = |2, 2, 2\rangle \) or

\[
F (a^\dag) = 8^{-1/2} \prod_{i=1}^{3} \left( \sum_{j=1}^{3} A_{i,j} a_j^\dag \right)^2.
\]  

In this case the mode transformation matrix \( A \) is a complex \( 3 \times 3 \) matrix. After passing through the network described by \( A \), a photon number counter will be placed in the third mode to implement a post-selection on one photon in this mode, which is described by \( H(a^\dag) = a_3^\dag \).
The requirement $G = \alpha Q$ leads to a system of six polynomial equations for the coefficients of $(a_{1,\text{out}}^\dagger)^k(a_{2,\text{out}}^\dagger)^{5-k}$, $k = 0, \ldots, 5$. After solving these equations, four free real parameters will correspond to scaling of the three input modes ($x_1$, $x_2$, and $x_3$), and the first output mode ($y_1$), respectively. To simplify the system of equations we eliminate these variables by setting $A_{1,1} = A_{2,1} = A_{3,1} = A_{1,3} = 1$.

It turns out, that the actual set of solutions now only consists of six different ones, each of which represents an equivalence class with respect to the rescaling parameters mentioned above. The one that will lead us to the optimal solution is

$$A = \begin{pmatrix} 1 & 1 & 1 \\ 1 & e^{-\frac{4\pi i}{5}} & \frac{1}{2} + \frac{\sqrt{5}}{2} e^{-\frac{2\pi i}{5}} \\ 1 & e^{\frac{4\pi i}{5}} & \frac{1}{2} + \frac{\sqrt{5}}{2} e^{\frac{2\pi i}{5}} \end{pmatrix}. \quad (4.4)$$

It is easy to see that this matrix is not unitary and must be extended to a physically meaningful transformation by employing additional vacuum modes and post-selection onto vacuum.

Owing to the size of the problem, the optimal success probability $p_s = \alpha^2 (x_1 x_2 x_3)^4 (y_1)^2$, such that the $YAX$ is unitarily extendable (see Sections 3.1.6 and 3.1.7), can be identified easily by numerical methods. To do this, the $x_i$ are written in spherical coordinates – thereby separating the global rescaling from the ratio of the parameters – and the resulting parameters $p_s$ depends on are varied subsequently [4].

The globally maximal success probability is attained by a matrix $A$ which can be extended in a minimal way, i.e., by exploiting only one additional vacuum mode. Containing a rescaled version of $A$ as a sub-matrix, the unitary matrix $U$

$$U = \begin{pmatrix} 0.5722 & 0.5722 & 0.1894 & 0.5561 \\ 0.5257 & 0.5257 e^{\frac{4\pi i}{5}} & 0.4556 e^{-\frac{2\pi i}{5}} & 0.4895 e^{\frac{3\pi i}{5}} \\ 0.5257 & 0.5257 e^{\frac{4\pi i}{5}} & 0.4556 e^{\frac{2\pi i}{5}} & 0.4895 e^{-\frac{3\pi i}{5}} \\ 0.3461 e^{\pi i} & 0.3461 e^{\pi i} & 0.7409 & 0.4599 \end{pmatrix} \quad (4.5)$$

describes a linear optics network which generates a five-photon NOON state under the following conditions:

- a $|2, 2, 2, 0\rangle$ input state,
- detection of one photon in the third and
- detection of vacuum in the fourth output mode.
Its probability of success, \( p_s \approx 0.05636 \), is the maximum for this input and the objective state \( |\psi^5\rangle \). By decomposing \( U \) into \( SU(2) \) unitaries (which can easily be implemented as a Mathematica program), an explicit description of a beam splitter network on four modes can be obtained [20].

### 4.2 Dual-rail qutrits and ququads

Due to the hope for a compact implementation and the limited requirement of auxiliary photons, an encoding with \( k = 2 \) or \( k = 3 \) photons on two modes is a candidate for photonic implementation of higher dimensional Hilbert spaces. Some transformations along these lines have been implemented in experiments recently [51].

Using a dual-rail encoding for qudits – for \( k = d - 1 \) the space spanned by the Fock states \( \{|k-1,0\rangle, |k-2,1\rangle, \ldots, |0,k-1\rangle\} \) – some local rotations can be readily implemented as \( d \)-dimensional representations inherited from \( SU(2) \) beam splitters. These can be applied in a particularly robust way by resorting to polarisation encoding. However, to get all local rotations for \( d > 2 \), auxiliary modes and photons, as well as interferometers are required.

We will consider the problem of how to implement state transformations by applying the methods from Section 3.2. The problem will be separated into three parts – the diagonalisation of the state matrix, the changing of the “Schmidt coefficients”, and the rotation to the objective state. While the techniques presented in Section 3 could be used to find a network as well, the assessment of success probabilities and experimental simplifications seem to be easier to perform in this approach due to its separation into smaller problems.

#### 4.2.1 Qutrits

Any qutrit state in dual-rail encoding \( (n = k = 2) \) can be written in terms of a \( 2 \times 2 \) symmetric “state matrix” \( S \) as introduced in Section 3.2.1. Recalling the methods from Section 3.2, we can transform any state with rank \( \nu \) to any state with rank \( \nu' \leq \nu \) without using auxiliary photons. The necessary operations are a beam splitter between the two modes (or, for experimental robustness, an appropriate combination of wave-plates in polarisation encoding), separate coupling of the two modes to additional vacuum modes, which will be post-selected in the vacuum afterwards. The latter can be achieved by a partially polarising beam splitter. Another beam splitter on the signal modes is needed in order to obtain the objective state from its diagonal form (3.38).
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Vacuum states ($|\psi\rangle = \sum_{i,j,k} S_{i,j,k} a_i^\dagger a_j^\dagger a_k^\dagger |\text{vac}\rangle$.)

Figure 4.1: Decomposition of a general linear transformation of the creation operators of three modes, $A = V\sigma W^\dagger$. Because $V$ and $W^\dagger$ are unitary, they can be implemented by using solely linear optics without additional modes, so by networks consisting of three beam splitters each. $\sigma$ is a real, positive diagonal matrix (w.l.o.g. all elements are not larger than 1) describing damping of the modes, so separate coupling to vacuum with post-selection. Using polarisation the structure can be simplified ($\lambda$ shall denote a suitable combination of wave plates, PPBS a partially polarising beam splitter², and BS a beam splitter).

Increasing the rank, however, requires additional photons. In the $n = k = 2$ case, we know that one photon is sufficient. Hence, in general, we are dealing with a network on three modes (two signal modes and one containing the auxiliary photon) and additional vacuum modes for unitary extension. The general network adequate for any state transformation is shown in Fig. 4.1. Using polarisation encoding, requirements for interferometric stability can be relaxed a bit, giving rise to the network shown in Fig. 4.2.

If experimental simplicity is important, the interferometer based NLS gate or – more generally – the networks shown in Figs. 4.1 and 4.2 would not be the natural choice. A simple transformation without the need for interferometers can be used, making use of the inherent stability of polarisation encoding. The network for non-increasing rank described above is extended by inserting another beam splitter after the first set of wave-plates. Its purpose is to couple the two signal modes to two auxiliary modes which contain a photon and will be post-selected in the one-photon state (see Fig. 4.3). Depending on the actual source and target states, the network will usually not help in achieving the optimum success probability, but still allows for any state transformation.

4.2.2 Ququads

Increasing the dimension of the Hilbert space by one changes the state tensor to a $2 \times 2 \times 2$ tensor, so

$$|\psi\rangle = \sum_{i,j,k=1}^2 S_{i,j,k} a_i^\dagger a_j^\dagger a_k^\dagger |\text{vac}\rangle.$$  (4.6)
Figure 4.2: General network on three non-trivial modes in polarisation encoding. While the general network on two signal modes (so the general network on three modes) can be implemented by a PPBS ($\sigma$) in between a pair of wave plates ($W^\dagger$ and $V$), the three-mode case is considerably more involved. See also the central parts ($\lambda_1$, $\lambda_V$, and $\lambda_2$) of Figs. 4.5 and 4.6 for a two-mode example. Each of the boxes is a PPBS. In the qutrit case, one of the spatial input modes is initialised in the $|1\rangle$-state and post-selected in the $|1\rangle$-state. For ququads, it has to be a mode in the $|2\rangle$-state. This is the brute-force version of a general 3-mode network with vacuum extension, there might exist much simpler networks in certain cases.

Note, that a stable, variable PPBS can be built with a Sagnac-type interferometer around a PBS with some wave plates (see Fig. 4.7).

Then, the concept of rank has to be discussed more carefully than in the matrix case where the number of independent rows or columns, the dimension of the image of the linear map induced by the matrix, and the minimal number of terms in a decomposition into rank-1 matrices all coincided. Also, the property that the set of matrices of non-maximal rank is of measure zero does not carry over to the notions of rank applied to tensors. Although it is known, that every $2 \times 2 \times 2$ tensor can be written as the sum of two rank-1 tensors \[ S = U_1 \circ V_1 \circ W_1 + U_2 \circ V_2 \circ W_2, \] (4.7)

where “$\circ$” denotes the outer product and the $2 \times 2$ matrices $U$, $V$, and $W$ are not necessarily orthogonal. However, when imposing the symmetry of $S$ (symmetric under any permutation of indices due to indistinguishability of the photons), we would require $U = V = W$ which might result in a decomposition using more terms.

The notion of rank that we will adopt is the minimal number of symmetric rank-1 tensors in this sum.

\footnote{A beam splitter that has different reflectivities depending on the polarisation will be called partially polarising beam splitter (PPBS). A PBS is a special case of a PPBS with $(r_H, r_V) = (0, 1)$}
Figure 4.3: An experimentally feasible state transformation between dual-rail qutrit states. The first and last wave plate are used to diagonalise (see Eqn. (3.38)) the state and transform it from diagonal form into the objective state, respectively. Still not increasing the rank, the PPBS, coupling each signal mode to a vacuum mode, implements the mode-wise damping (3.42). To increase the rank, the signal interferes with an auxiliary photon (both in a pair of modes) on a beam splitter. The wave-plates distributing the auxiliary photon can be, for example, a $45^\circ$ rotation and the beam splitter one with 75% transmittivity.

The problem of finding an appropriate decomposition – and the fact that it could be not reversible – forces us to find different methods for the state transformations we considered before.

From normal form to objective state

Finding a symmetric decomposition of a state tensor in terms of rank-1 tensors corresponds to finding a network that constructs this state from a given diagonal one, $|\psi(D)\rangle = \sum_i D_i \left(a_i^\dagger\right)^3 |\text{vac}\rangle$. This can be seen by generalising Eqn. (4.7) to

$$S = \sum_{i=1}^{\nu} D_i A_i \circ A_i \circ A_i,$$

the components of which read

$$S_{i,j,k} = \sum_{r,s,t=1}^{\nu} D_{r,s,t} A_{i,r} A_{j,s} A_{k,t},$$

where $D$ is the diagonal core tensor with $D_{i,i,i} = D_i$. For large rank, the core tensor is larger than the original state which is achieved by making $A$ rectangular. This corresponds to starting with $\nu > 2$ modes and post-selecting $\nu - 2$ of them in the vacuum after the network, allowing for embedding of $A$ in a square, unitary matrix. The network $A$ acts on a state of the form $|\psi(D)\rangle$, after post-selecting the spare modes in the vacuum state, the output in the remaining modes is $|\psi(S)\rangle$. Note, that and a BS corresponds to $(r_H, r_V) = (r, r)$. See Fig. 4.7 for different ways of implementing a tunable PPBS.
this scheme is not efficiently scalable – in general the maximum rank could scale exponentially with the number of photons.

An algorithm which decomposes any $2 \times 2 \times 2$ tensor is given below. It turns out, that the maximum symmetric rank for such a tensor is 3, as the algorithm can always succeed in this case. Therefore, $A \in C^{2 \times 4}$ acts on at most three non-trivial modes – the class of networks depicted in Figs. 4.1 and 4.2 is sufficient to implement them. Here they are acting on three signal modes (instead of two and an auxiliary one) in the input, and one output mode is post-selected in the vacuum.

**Algorithm**  Because vacuum extensions are inherent in the scheme and we are only interested in the existence of a decomposition, rather than its optimality, we can absorb $D_i$ into $A_i$, such that we always start with a state $|\psi(D)\rangle = 3^{-1/2} (|3, 0, 0\rangle + |0, 3, 0\rangle + |0, 0, 3\rangle)$ and

$$S_{i,j,k} = \sum_{s=1}^{\nu} A_{i,s}A_{j,s}A_{k,s}, \quad 1 \leq i \leq j \leq k \leq 2 \tag{4.10}$$

(there are only four independent entries of $S$). In our case of two signal modes, one can substitute $X = A_{1,1}^3$, $x = A_{2,1}/A_{1,1}$ and similarly for $Y$, $y$, $Z$, and $z$, yielding

$$S_{i,j,k} = X\alpha + Y\alpha + Z\alpha \tag{4.11}$$

with $\alpha = i + j + k - 3$. Now it is always possible to find $x$, $y$, and $z$ such that

$$\text{rank} \begin{pmatrix} 1 & 1 & 1 \\ x & y & z \\ x^2 & y^2 & z^2 \\ x^3 & y^3 & z^3 \end{pmatrix} = 3 \tag{4.12}$$

(which is easy due to the matrix structure) and

$$B = \begin{pmatrix} S_{1,1,1} & 1 & 1 & 1 \\ S_{1,1,2} & x & y & z \\ S_{1,2,2} & x^2 & y^2 & z^2 \\ S_{2,2,2} & x^3 & y^3 & z^3 \end{pmatrix}$$

such that $\det B = 0$. \tag{4.13}

Then, a solution to the linear system $B(X, Y, Z)^T = (S_{1,1,1}, S_{1,1,2}, S_{1,2,2}, S_{2,2,2})^T$ in $X$, $Y$, and $Z$ always exists.
How to find the inverse transformation (i.e., from an arbitrary state into diagonal form) will be shown later.

**Changing the rank of states in normal form**

Again, only transformations that increase the rank require additional photons. However, one is not enough in this case – two photons are needed. The Gr"obner basis for the network performing the transformation $|3,0\rangle \mapsto 2^{-1/2}(|3,0\rangle + |0,3\rangle)$ is non-trivial only for at least two additional photons. Fortunately, these two can reside in one spatial mode which can be post-selected in the $|2\rangle$-state afterwards. Again, the networks shown in Figs. 4.1 and 4.2 are sufficient for this purpose as well, now with the ancilla in state $|2\rangle$ instead of $|1\rangle$. Note that, although each of the operations corresponds only to a single interferometer, they are required to be stable with respect to each other.

With experience in the 2- and 3-photon cases, one could speculate about higher order tensors:

**Conjecture 5** (Auxiliary photons for entanglement generation). *In order to increase the symmetric rank of a $k$-photon state by $\Delta\nu > 0$, $(k - 1)\Delta\nu$ photons are necessary and sufficient.*

**Transformation into normal form**

Intuitively, this transformation is the inverse of the one above. Let $A \in \mathbb{C}^{2 \times 3}$ be the transformation from diagonal form to objective state with symmetric rank $\nu = 3$. For the inverse transformation $\tilde{A} \in \mathbb{C}^{3 \times 2}$ we would require $\tilde{A}A = 1_3$, which cannot be satisfied in general.

Therefore, we have to use an alternative approach. The defining equations for the inverse transformation $A'$ read

$$\delta_{i,j,k} = \sum_{r,s,t=1}^{2} S_{r,s,t}a'_{i,r}a'_{j,s}a'_{k,t} \quad \text{with} \quad i,j,k = 1,\ldots,\nu,$$

(4.14)

and can be solved easily using Gröbner bases for the interesting cases $\nu \leq 3$.

Again, the transformation can be implemented by the class of networks shown in Figs. 4.1 and 4.2 with three signal modes in the output. The ancilla has to be prepared in the vacuum state.

Although the forward transformation might prove useful for dual-rail ququadr state preparation, the equivalence classes shown in Section 3.2 do not carry over.

---

**LOQC – construction of small networks and asymptotic scaling**
to the three-photon case: there are examples of states where $\nu \neq \nu'$, which shows again, that these transformations are not easily inverted using linear optics.

4.3 Controlled phase gates

Two-partite quantum gates delivering a controlled phase-shift of $\varphi = \pi$ have already been experimentally demonstrated [23, 53, 54]. Here, we are concerned with the question whether arbitrary phases can be realised as well and what the optimum probabilities of success are.

The realisation may be interesting from the perspective of (i) gaining an understanding of the probabilistic character of quantum gates as well as (ii) serving as a proof of principle realisation of a kind of quantum gate that has several applications in linear optical quantum information processing.

Concerning the first aspect, one may well expect that there is a trade-off between the notorious problem of having a small probability of success and the phase that is being realised in the gate. In fact, the study in Ref. [55] suggests exactly such a behaviour: the presented upper bounds to the probability of success increase from the minimum at $p_s(\varphi = \pi) = 1/4$ to $p_s(0) = 1$. To investigate such a trade-off should be interesting in its own right and help in building intuition concerning the probabilistic behaviour of linear optics.

Then, concerning the second aspect, there are several applications for which such a trade-off is relevant. In linear optical architectures, it may be a good idea to have a smaller phase, if one only has higher success probabilities. The new measurement-based quantum computational models [56] for example offer this perspective: One does not have to have controlled $\pi$ phase gates to prepare cluster states, but one would in principle also get away with smaller phases. This may well (but does not have to be) a significant advantage when preparing resources for measurement-based quantum computing different from cluster states [15, 56].

Then, of course, in standard gate-based quantum computing, one will typically encounter all kinds of controlled phase gates. For example, in the quantum Fourier transform [16], one has to implement several controlled phase gates. Of course, they can again be decomposed into other sets of universal gates (like CNOT or CPHASE and local unitaries). But, in terms of resource requirements, it is obviously an advantage to directly implement the relevant quantum gates with phases in the range $0 < \varphi < \pi$. There are also interesting trade-offs between resource requirements and success probabilities in a number of related contexts, like non-local gates in distributed quantum computation [57, 58, 59]. Refs. [58, 59], for example, study...
4.3.1 Single beam splitter

In a post-selected phase gate on four modes in the standard dual-rail encoding, two of the modes are merely involved as “by-standers”, in that their phase is compensated in exactly the same fashion as in Refs. [23, 53, 54]. In this section, we will hence concentrate on two modes forming the “core” of the scheme, giving rise to a two-qubit dual-rail phase gate on four physical modes. The core itself may be regarded as a single-rail phase gate in its own right.

We will investigate the consequences of simply having a single beam splitter forming the core of the quantum gate. The action on the photonic creation operators of the two involved modes it is mixing is described by the matrix

\[ U = \text{diag} \{ e^{i\phi_1}, e^{-i\phi_1} \} \cdot B \cdot \text{diag} \{ e^{i\phi_2}, e^{-i\phi_2} \} \]  \hspace{1cm} (4.15)

with

\[ B = \begin{pmatrix} \sin \vartheta & \cos \vartheta \\ -\cos \vartheta & \sin \vartheta \end{pmatrix} \]  \hspace{1cm} (4.16)

and appropriate phases \( \phi_1, \phi_2 \), and mixing angle \( \vartheta \). The phases can also be realised by local operations on the dual-rail qubits, which leaves the relevant part of the gate \( U' = B \). The matrix elements of the unitary for vacuum, single photon operation and the two-photon component read

\[ \langle 0, 0 | U' | 0, 0 \rangle = 1 \]  \hspace{1cm} (4.17)
\[ \langle 1, 0 | U' | 1, 0 \rangle = A_{1,1} = \sin \vartheta, \]  \hspace{1cm} (4.18)
\[ \langle 0, 1 | U' | 0, 1 \rangle = A_{2,2} = \sin \vartheta, \]  \hspace{1cm} (4.19)
\[ \langle 1, 1 | U' | 1, 1 \rangle = \text{per} A = \cos(2\vartheta), \]  \hspace{1cm} (4.20)
respectively. Since we are restricted to $n \leq 2$, these four quantities determine the action of the core completely. With the constraint

$$2 \sin^2 \vartheta - 1 = \sin^2 \vartheta$$

that ensures equal single- and two-photon amplitudes, this is the beam splitter used in Refs. [53, 54], realising a sign-flip ($\varphi = \pi$).

Hence, one finds that in this way, one can implement quantum phase gates, but only two different ones: One is not doing anything, and the other ones effect is a controlled phase of $\pi$. This is exactly the gate of Refs. [53, 54]. In other words, without invoking at least a single additional mode, one can in this fashion not go beyond the known $\pi$-phase.

### 4.3.2 Arbitrary phases

However, we can go beyond such a description: The restriction to unitary two-mode beam splitters can be relaxed. Instead of starting with $U \in SU(2)$, we use an arbitrary $A \in \mathbb{C}^{2\times2}$. Then we will embed the two-mode matrix into a higher dimensional unitary. Only a single additional mode is required, so the full setup would consist of a transformation on three modes involving at most three beam splitters. In this class of gates, for each $\varphi$, the one with the optimal probability of success $p_s(\varphi)$ can be identified.

**Theorem 6** (Optimal post-selected dual-rail controlled phase gate). Consider linear optics, vacuum modes and detectors. When post-selecting on the state of the signal modes in the computational sub-space, the optimal network on four modes implementing the gate represented in the computational basis of two dual-rail qubits by $U = \text{diag}\{1, 1, 1, e^{i\varphi}\}$ has a success probability (shown in Fig. 4.4) of

$$p_s(\varphi) = \left(1 + 2 \left| \sin \frac{\varphi}{2} \right| + 2 \sin \frac{\pi - \varphi}{4} \sqrt{\sin \frac{\varphi}{2}} \right)^{-2}.$$  

**Proof.** In order to find $p_s$ we will first construct the linear transformation of the relevant creation operators and identify the optimal unitary extension afterwards.

**Two-mode transformation** The two-mode transformation resulting from solving the equations (4.17)–(4.20) imposed by the gate we want to build is

$$A = p_s^{1/4} \begin{pmatrix} x & (e^{i\varphi} - 1)x/y \\ y/x & 1/x \end{pmatrix}.$$
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\[ A = p_s^{1/4} \text{diag} \{a, a^{-1}\} \cdot \begin{pmatrix} 1 & e^{i\varphi} - 1 \\ 1 & 1 \end{pmatrix} \cdot \text{diag} \{b, b^{-1}\}, \]  

(4.24)

with \( a = xy^{-1/2} \) and \( b = y^{1/2} \) we see that, the singular values of \( A \) only depend on \( |a|^2 \) and \( |b|^2 \), so not on the phases of \( a, b, \) and \( x \) and \( y \) at all.

The general solution to the dual-rail problem is actually composed of the transformation \( A \) together with appropriate damping of the by-standers. Hence, single-rail imposes here no restriction at all. Further, this is the most general post-selected two-qubit gate with a \( 2 \times 2 \) kernel.

**Optimal extension**  Given the \( 2 \times 2 \) matrix \( A \) that realises the transformation we are looking for, the optimal extensions can be identified. Let us extend the first and second row vectors (denoted by \( A_1 \) and \( A_2 \)) to dimension 3 by appending \( A_{1,3} \) and \( A_{2,3} \), respectively, in such a way as to allow for unitarity of the extended matrix, \( A' \in SU(3) \). As pointed out in Section 3.1.7, no larger extension has to be investigated. We choose \( A_{1,3} \) and \( A_{2,3} \) such that the new row vectors are orthogonal. By multiplying them by the root of the inverse of their respective norms, \( |A'_1| \) and \( |A'_2| \), they will be normalised. Finding a third orthogonal vector to fill the unitary matrix

\[ \begin{bmatrix} A'_1 & A'_2 \end{bmatrix} \]

Figure 4.4: Optimal success probability \( p_s(\varphi) \) of phase gates with vacuum ancillas (one vacuum ancilla is already optimal) vs. the phase \( \varphi \) (solid line). At \( \varphi = \pi \) the result of Refs. [53, 54], \( p_s(\pi) = 1/9 \), is reproduced. The intuitive assumption of a monotonous \( p_s(\varphi) \) is not fulfilled: indeed, the success probability is worse than \( 1/9 \) in the interval \( \pi/3 < \varphi < 1 \). Due to phases \( \varphi < \pi \) not being implementable with a single beam splitter, the additional unitary extension requires further measurements and therefore decreases the probability of success near \( \varphi = \pi \).
can be done with the complex cross product \((A'_1 \times A'_2)^*\), or in general by choosing a vector at random and orthogonalising it with respect to the given ones.

The dependence of the success probability on the extension is \(p_s = (|A'_1||A'_2|)^{-2}\). Therefore, the objective is to

\[
\begin{align*}
\text{minimise} & \quad f = |A'_1|^2|A'_2|^2 \\
\text{subject to} & \quad A'_1(A'_2)^\dagger = A_1A'_2 + A_{1,3}A^*_{2,3} = 0.
\end{align*}
\]

The first observation is, that the row-scaling by \(x\) is already included in the norm of the row vectors, leaving us with one parameter less. By using the phase of \(y\), we can assure that \(A_1A^*_2\) is real and positive and also \(\arg(A_{1,3}) - \arg(A_{2,3}) = \pm \pi\).

Using Lagrange multipliers to solve the constrained minimisation problem in \(A_{1,2}\) and \(A_{1,3}\) we find \(|y| = (2(1 - \cos \varphi))^{1/4}\). Then an optimal solution (phases chosen conveniently) is

\[
A_{1,3} = A_{2,3} = e^{i\frac{\varphi}{4}} \left( \sqrt{2} \left| \sin \frac{\varphi}{2} \right| \sin \left( \frac{\pi - \varphi}{4} \right) \right)^{1/2}
\]

with the probability of success given by

\[
\begin{align*}
p_s(\varphi) &= \left( 1 + |y|^2 + |y|\sqrt{2 - |y|^2} \right)^{-2} \\
&= \left( 1 + 2 \left| \sin \frac{\varphi}{2} \right| + 2 \sin \frac{\pi - \varphi}{4} \sqrt{\left| \sin \frac{\varphi}{2} \right|} \right)^{-2}.
\end{align*}
\]

The reflectivities of the compensating beam splitters in the by-passed modes have to be chosen such that the success probability is constant for all dual-rail states, \textit{i.e.}, \(r = p_s^{1/4}\).

The success probability \(p_s(\varphi)\) of this gate is shown in Fig. 4.4. Interestingly – and quite surprisingly – the worst success probability is not achieved for the sign-flip \((\varphi = \pi)\), but for \(\varphi \approx 2.05\). That means, gates delivering a phase shift slightly smaller than \(\pi\) and thereby generation less entanglement will not give rise to a larger, but to a smaller success probability. As expected, the success probability for very small phases increases and reaches unity for \(\varphi = 0\): one can always do nothing at all with unit probability.

In this restricted setting, one can also answer an interesting related question: Could the use of a full transformation on all four modes have enhanced the probability of success? In fact, the answer is no and the solution as such is already optimal.
Figure 4.5: Basic spatial modes based setup obtained from translating an arbitrary $2 \times 2$ core into linear optics. The core extension is provided by mixing with a vacuum mode on the central beam splitter. This mode, in turn, has to be post-selected in the vacuum state afterwards. The upper and lower beam splitters implement the appropriate compensation by damping the by-passed modes (which is the same for both modes for the optimal solution which we consider). The labels at the beam splitters will be used to identify them with the respective optical elements in Figs. 4.6–4.8. In general, the parameters (i.e., reflectivity and phases) of these elements depend on the non-linear phase $\varphi$.

Constrained singular values To illustrate the approach mentioned in the end of Section 3.1.7, we substitute the matrix $A$ from (4.23) with $x = 1$ in Eqn. (3.33). The solution obtained with Mathematica can be written as a solution of

$$1 + 4\alpha + 6\alpha^2 + (20 - 16 \cos \varphi)\alpha^3 + (25 - 40 \cos \varphi + 16 \cos^2 \varphi)\alpha^4 = 0 \quad (4.30)$$

where we used $\alpha := -\sqrt{p_s}$. The validity of the solution can be easily confirmed by substituting $p_s$ with (4.28). Other roots can be excluded because the success probability has to be real and $0 \leq p_s(\varphi) \leq 1$ for all values of $\varphi$.

4.3.3 Experimental implementation

In order to make the proposed gate experimentally feasible, some simplifications would have to be done. Even though this might result in lower success probabilities, the issue of interferometric stability is more significant in this context. We will hence discuss a number of strategies that could achieve this goal.

The straightforward setup on dual-rail encoding that realises a three-mode unitary and compensates the amplitudes in the remaining modes is shown in Fig. 4.5. It includes one interferometer, but the whole gate would sit inside a double interferometer, because local unitaries on the input and output qubits would require classical interference. Thus, the complexity of this gate is best described as a nested three-fold interferometer. In this first stage, the parameters (reflectivities and phases) of all five beam splitters depend on $\varphi$.
Figure 4.6: Setup for a controlled phase gate on two polarisation encoded dual-rail qubits. The logical modes of the two qubits are separated and united by means of polarising beam splitters (PBS). Replacing the left and right beam splitters in Fig. 4.5 by wave plates $\lambda_1$ and $\lambda_2$, they become easier to tune to different $\varphi$, and provide better stability. The lower beam splitter, $\gamma$, implements compensation of both, $|0\rangle_1$ and $|1\rangle$, modes. $\lambda_V$ is taken care of by the PPBS in the centre. Additionally, one of the qubits has to be flipped prior to and after the circuit, which here is done by acting with a wave plate on the second qubit.

To get rid of some of the interferometers, polarisation encoding is convenient. Two modes can be united in one spatial mode, resulting in inherent stability (neglecting birefringence of the optical medium) of some interferometers. Rotations on these modes can be carried out easily using wave plates. Because the core acts on modes coming from different dual-rail qubits, they have to be combined into a single spatial mode before. This is achieved with a PBS, thus permuting $H$ and $V$ modes. Damping of the by-passed modes can be done simultaneously by a single beam splitter coupled to the vacuum. A straightforward translation of Fig. 4.5 into polarisation encoding, thereby collapsing the network into a single interferometer, is shown in Fig. 4.6.

Due to the asymmetry of the core, still one PPBS is used, the reflectivity of one polarisation component of which actually depends on $\varphi$, the other one being 1. Fig. 4.7 shows how a tunable PPBS can be constructed, introducing another interferometer.

Iterating the ideas that led to the compact PPBS implementation once more yields a collapsed form of the phase gate based on only two PBS and a couple of wave plates. Due to the paths of light being very similar, this setup should also be more robust. See Fig. 4.8 for more details.
4.3.4 Event-ready gates

To build an actual gate without measurements on the output modes, at least two additional photons are needed. This can be seen from the fact that a controlled \( \pi \)-phase gate is even stronger than a device that creates EPR pairs from single photons in the sense that it not only amounts to a state transformation from two single photons to an EPR pair, but a full unitary transformation on the whole state space (and creating an EPR pair when applied to two single photons). However, the latter task can only be achieved with at least two additional auxiliary photons (e.g., the setup in Ref. [60]).

That a construction of an EPR pair out of single photons by means of linear optics, vacuum and detectors only is not possible is fairly obvious: It follows from the rank of the states and the bounds to the resources mentioned in Section 3.2.

An alternative approach is the following: the polynomial describing the objective state,

\[
2^{-1/2} (a_1^\dagger a_3^\dagger + a_2^\dagger a_4^\dagger),
\]

does not factorise over \( \mathbb{C} \). That can easily be seen by constructing the polynomial’s Ruppert matrix (see Section 3.3) which has maximum rank. Using one additional photon does still not help: the ideal generated by the polynomials describing the linear optics mode transformation is empty. Only when using two additional photons a solution is possible (as proven by the existence of such a setup).

An example of how to solve the polynomial equations for two additional photons is shown in [31], and solutions are given for \( \varphi = \pi \) and \( \varphi = \pi/2 \).
4.3.5 Toffoli gates

In the same way as above, we can consider a generalised Toffoli gate, the effect of which on the computational basis can be described by the unitary $\text{diag}\{1, 1, 1, 1, 1, 1, 1, e^{i\varphi}\}$.

The solutions to the polynomial equations – up to mode permutations – can be parametrised by $x, y \in \mathbb{R}$ and are given by the matrix

$$A = p_s^{1/6} \begin{pmatrix} 1 & rac{e^{i\varphi}-1}{xy} & 0 \\ 0 & rac{1}{x} & y \\ x & 0 & 1 \end{pmatrix}$$

(4.32)

on the three modes which represent the $|1\rangle$ states (similar to the 2-mode core used by the controlled phase gate, and only global rescaling considered).

For a unitary extension all singular values of $A$ have to be at most 1. In order to avoid to write down cubic singular values explicitly, we use the following constraints. Let $p_{AA^\dagger}(\lambda) = \det \left( AA^\dagger - \lambda I_3 \right)$ be the characteristic polynomial of $AA^\dagger$, the roots $\lambda_{1,2,3}$ of which are the squared singular values of $A$. By requiring $p_{AA^\dagger}(1) = 0$, one of the singular values has to be 1. That all the other singular values are not bigger than 1 is equivalent to the condition that all derivatives of $p_{AA^\dagger}$ have the same sign at $\lambda = 1$. More formally, this results in further constraints of the form

$$(-1)^n p_{AA^\dagger}^{(k)}(1) = (-1)^n \left. \frac{dp_{AA^\dagger}(\lambda)}{d\lambda} \right|_{\lambda=1} \geq 0, \quad \text{for } 1 \leq k < n.$$  

(4.33)
4.4 State discrimination

As an example of the methods discussed in Chapter 3, we will apply them to devices that shall be able to discriminate (i) between sets of two-partite states and (ii) between states of different photon number in a single mode. Keeping in mind the results from Section 3.3 and on Bell state discrimination [63, 64], we can expect interesting solutions if these states are entangled.
4.4.1 Tetrahedral basis

The first instance represents an optimal two-qubit state estimation measurement [65]. Although the original problem does not fully apply to linear optics with its intrinsic non-unit success probabilities, it is a suitable playing-ground to demonstrate the tools introduced above. However, we will not go into detail concerning the success probabilities but rather postpone this topic to be discussed in the next section.

By fixing a set of four directions \( t_i \) pointing to the corners of a regular tetrahedron, sitting on the Bloch sphere, we can write a two qubit basis as

\[
\frac{1}{2} \left( |\psi_2\rangle + \sqrt{3} |t_i\rangle \otimes |t_i\rangle \right),
\]  

(4.35)

where \(|\psi_2\rangle \) is the singlet state. With

\[
|t_1\rangle = |0\rangle, \quad |t_3\rangle = -\frac{i}{\sqrt{3}} \left( |0\rangle + \sqrt{2} e^{-2\pi i/3} |1\rangle \right),
\]

(4.36)

\[
|t_2\rangle = \frac{1}{\sqrt{3}} \left( |0\rangle + \sqrt{2} |1\rangle \right), \quad |t_4\rangle = \frac{i}{\sqrt{3}} \left( |0\rangle + \sqrt{2} e^{2\pi i/3} |1\rangle \right),
\]

the scheme amounts to a two-qubit basis transformation given by the unitary matrix

\[
U = \begin{pmatrix}
\frac{\sqrt{3}}{2} & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\
\frac{1}{2 \sqrt{2}} & -\frac{1}{2 \sqrt{3}} & -\frac{1}{2 \sqrt{3}} & -\frac{1}{2 \sqrt{2}} \\
\frac{-1}{2 \sqrt{2}} & \frac{1}{2} & \frac{1}{2} & \frac{-1}{2} \\
0 & \frac{-1}{\sqrt{3}} & -\frac{e^{2\pi i/3}}{\sqrt{3}} & -\frac{e^{-2\pi i/3}}{\sqrt{3}}
\end{pmatrix},
\]  

(4.37)

followed by a measurement in the computational basis.

In order to use the computer algebra system Singular to solve the system of polynomial equations arising from (4.37), some modifications to the coefficient field have to be applied. Singular can compute Gröbner bases over simple extensions of \( \mathbb{Q} \), so \( \mathbb{Q}(\gamma) \). The equations we are concerned with, however, include three elements which are not in \( \mathbb{Q} \), namely \( \alpha_1 = \sqrt{2}, \alpha_2 = \sqrt{3}, \) and \( \alpha_3 = i \). Due to the primitive element theorem, the extension field \( \mathbb{Q}(\alpha_1, \alpha_2, \alpha_3) \) can be written as a simple extension \( \mathbb{Q}(\gamma) \) where \( \gamma \) is a linear combination of \( \alpha_i \).

By setting \( \gamma = \sum_i \alpha_i \) and replacing powers of the \( \alpha_i \) according to \( \alpha_1^2 = 2, \alpha_2^2 = 3, \) and \( \alpha_3^2 = 1 \), one finds \( \gamma^i \in \mathbb{Z}[\alpha_1, \alpha_2, \alpha_3] \). Solving these for \( \alpha_i \) results
in the expressions

\[
\begin{align*}
\alpha_1 &= \frac{(156\gamma + 224\gamma^3 - 35\gamma^5 + 2\gamma^7)}{144} \quad (4.38) \\
\alpha_3 &= \frac{(1416\gamma + 380\gamma^3 - 74\gamma^5 + 5\gamma^7)}{1152} \quad (4.39) \\
\alpha_2 &= \frac{(-504\gamma - 724\gamma^3 + 118\gamma^5 - 7\gamma^7)}{384} \quad (4.40) \\
\alpha_1\alpha_2 &= \frac{(-456 + 20\gamma^2 + 10\gamma^4 - \gamma^6)}{192} \quad (4.41) \\
\alpha_1\alpha_3 &= \frac{(-104 - 108\gamma^2 + 18\gamma^4 - \gamma^6)}{64} \quad (4.42) \\
\alpha_2\alpha_3 &= \frac{(96 + 100\gamma^2 - 16\gamma^4 + \gamma^6)}{48} \quad (4.43) \\
\alpha_1\alpha_2\alpha_3 &= \frac{(-288\gamma - 76\gamma^3 + 16\gamma^5 - \gamma^7)}{96} \quad (4.44)
\end{align*}
\]

which are substituted into \(U\), thereby writing it over \(Q(\sqrt{2} + \sqrt{3} + i)\). Further substitution of (4.38)–(4.44) into \(\gamma^8 = (\sum_i \alpha_i)^8\) delivers the primitive polynomial \(144 + 192\gamma^2 + 88\gamma^4 - 16\gamma^6 + \gamma^8\) for this field extension.

To actually write down the equations that determine the optical networks implementing the desired measurement, detection patterns have to be agreed on. Given two photons in four modes, the state space has \(\text{card} \mathbb{C}_6^4 = 10\) dimensions. From the patterns representing the ten basis states in the Fock basis we choose four pairwise different ones, \((\omega^{(1)}, \omega^{(2)}, \omega^{(3)}, \omega^{(4)})\) \(\subset \mathbb{C}_6^4\) as detection patterns. This leads to

\[
\binom{10}{4} = 210
\]

(4.45)

different settings, each describing a set of 16 polynomial equations

\[
\text{per}A[\omega^{(i)}|\Omega^{(j)}] = \sqrt{\omega^{(i)}! \Omega^{(j)}!} U_{i,j}, \quad i, j = 1, \ldots, 4.
\]

(4.46)

However, by exploiting the invariance under permutations of the output modes, there are only 105 equivalence classes. Further, if it is possible for linear optics to permute the input states, the number of equivalence classes can be reduced down to 17.

It turns out that the Gröbner bases of all 210 systems of polynomial equations are empty, i.e., there is not a single detection pattern that could be achieved by linear optics with additional vacuum modes, when restricted to this gate-like setting.

Because the state of the modes is measured after the unitary matrix anyway, it should not matter whether a photon is detected in the auxiliary modes. It rather results in a larger set of 58905 detection patterns, which can be reduced to 260 equivalence classes by permuting the detector modes. The newly gathered freedom
helps to find a solution, indeed. We will not go into detail concerning these solutions.

The networks are far too large to handle the optimisation analytically. Moreover, they include interferometers on more than four modes which has not been established as standard quantum information experiments, yet.

### 4.4.2 Bell states

Another case, which has been studied in much detail (e.g., [63, 64]), is the discrimination of the four Bell states $B = \{|\psi_i\rangle, i = 1, \ldots, 4\}$ (referred to as Bell State Measurement or BSM) in dual-rail encoding,

$$|\psi_{1,2}\rangle = \frac{1}{\sqrt{2}} (|01\rangle \pm |10\rangle) = \frac{1}{\sqrt{2}} (|1001\rangle \pm |0110\rangle) \quad (4.47)$$

$$|\phi_{3,4}\rangle = \frac{1}{\sqrt{2}} (|00\rangle \pm |11\rangle) = \frac{1}{\sqrt{2}} (|1010\rangle \pm |0101\rangle). \quad (4.48)$$

Let $\mathcal{I} \subset \mathbb{Z}$ be the set of labels of possible output signals of the measurement device. $p_i(|\psi\rangle)$ with $i \in \mathcal{I}$ shall be the probability that the output $i$ is signalled, given the input state $|\psi\rangle$. In general, $\mathcal{I}$ will contain more than 4 possible outputs, some of which shall be used to indicate an unknown event. In the following we will use $\mathcal{I} = \{0, 4\}$. The measurement will be called unambiguous, iff $p_i(|\psi_j\rangle) = p_i \delta_{i,j}$ for $1 \leq i \leq 4$, a restriction we will use throughout the whole chapter. Further, it will be called complete, iff $p_i = p_j \forall i, j = 1, \ldots, 4$.

As a figure of merit for benchmarking the measurement device, the probability of success will be defined as

$$p_s := \frac{1}{4} \sum_{i=1}^{4} p_i(|\psi_i\rangle), \quad (4.49)$$

which is a quantity constructed for the case of Bell states in the input mixed with equal probabilities.

Let us summarise what is known so far:

- Of course, when allowing for both, feed-forward and ancilla modes in arbitrary states, near-deterministic CNOT gates [37] can be constructed and used to transform the Bell states to orthogonal product states which can be distinguished perfectly. In this case an unambiguous BSM would trivially fulfil $p_s < 1$. 

• Allowing for linear optics, photon counters, additional vacuum modes, feedback, and stochastic local unitaries, the maximum success probability of an unambiguous BSM satisfies \( p_s \leq 1/2 \) [63, 64].

• The latter bound is saturated by a network consisting of a single beam splitter [66, 67], the detection probabilities of which are \( p_1 = p_2 = 1 \) and \( p_3 = p_4 = 0 \). Usually it is made complete by using stochastic operations (i.e., applying a \( \sigma_z \) or \( \mathbb{I} \) on one of the qubits with \( 1/2 \) probability).

Although the upper bound to \( p_s \) is saturated by an incomplete Bell measurement, it is not clear, how a complete BSM without stochastic elements would perform. This case can be analysed much in the same way as in the previous section. We can solve the equations over \( \mathbb{Q}(\sqrt{2})^3 \).

When restricted to four-mode detection patterns, there are 17 sets of equations to check. Only the one corresponding to the class of detection patterns represented by

\[
\{(1, 1, 0, 0), (1, 0, 1, 0), (0, 1, 0, 1), (0, 0, 1, 1)\}
\]

has a non-trivial solution. We already know one solution, which also has to lie in this class – the controlled phase gate (\( \varphi = \pi \)) in Section 4.3, followed by a Hadamard gate and measurements in the computational basis. After eliminating the free parameters corresponding to rescaling of the output modes, there are still two free parameters left. Therefore, it is not evident, yet, where the controlled phase gate sits in this set of measurement devices.

The solution is the mode transformation given by the matrix

\[
A = x \begin{pmatrix}
a & a^{-1} & a^{-1} & a^{-1} \\
2^{-1/2} & 2^{-1/2} & 0 & 0 \\
-2^{-1/2} & 2^{-1/2} & -2^{-1/2} & 2^{-1/2} \\
1 & -1 & 0 & 1 \\
-1 & 1 & 1 & 0
\end{pmatrix} \begin{pmatrix}
b & b^{-1} & b^{-1} & b^{-1} \\
b^{-1} & b & b^{-1} & b^{-1} \\
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0
\end{pmatrix}
\]

\[ (4.51) \]

\[ ^3 \text{Although we could neglect the global pre-factor of } 2^{-1/2} \text{ such that the resulting matrix only has entries of 1 and } -1, \text{ more square roots appear due to the factorial terms in Eqn. (4.46).} \]
where \( x, a, b \in \mathbb{R}^+ \) are free parameters. The optimal measurement device is given by the solution to the problem

\[
\begin{align*}
\text{maximise} & \quad x \\
\text{subject to} & \quad \sigma_i \geq 0 \\
& \quad \sigma_i \leq 1
\end{align*}
\]

where \( \sigma_i, i = 1, \ldots, 4 \) are the singular values of \( A \). The constraints can be rewritten as polynomial constraints and hence the maximisation problem can be solved exactly (e.g., by using Mathematica). The solution \( a = -b = 2^{1/4}, x = 1/\sqrt{3} \) is obtained, which corresponds due to (3.23) to a success probability of \( p_s = x^4 = 1/9 \).

The \( 1/\sqrt{3} \) embodies the reflectivity of the compensation beam splitter, and the whole solution is equivalent to the post-selected controlled phase gate (see Section 4.3).

As a result, by refraining from stochastic local operations, the maximum success probability of a linear optics BSM with additional vacuum is \( p_s = 1/9 \).

Still, the restriction to four detector modes can be lifted. Surely, by allowing for an arbitrary number of detectors (the maximal useful number is 8), more solutions can be found, in particular ones with higher success probabilities. Apart from the four mode solution, there are five different classes. The one achieving the highest probability of success (identified by numerical optimisation), \( p_s \approx 0.126 \), uses 5 detector modes with patterns \( \{ (0, 0, 1, 1, 0), (0, 1, 0, 0, 1), (1, 1, 0, 0, 0), (1, 0, 1, 0, 0) \} \).

Rather than the details of how to actually build such a device, the crucial observation is that the highest probability for a complete BSM to succeed without using stochastic operations is only roughly a fourth of the probability attainable when allowing for stochastic operations. Furthermore, in contrast to a single 50 : 50 beam splitter, a nested network of interferometers is required in the case studied above. Even without stochastic unitaries an easy-to-implement network with a success probability not much below this \( p_s \) is induced by the post-selected controlled phase gate.

### 4.4.3 Photon number resolution

Apart from general schemes specially tailored to cope with photon loss (e.g., Ref. [68]) and new methods for starting cluster generation with bucket detectors [69], most known linear optics quantum computation schemes condition on output modes having a certain photon number.
Unfortunately, reliable photon counter are still not available “off the shelf”. What is state-of-the-art today, are dichotomic (or bucket) detectors which only give a binary distinction between “vacuum” and “at least one photon”. By using only this type of detectors, linear optics and additional single photons, it is actually possible to count the number of photons in a mode in a way that is sufficient for LOQC. These photon number resolving detectors will not suffer from cross-counts, i.e. they will signal an unknown input rather than the wrong number of photons (it is an unambiguous state discrimination). However, this property vanishes when the used bucket detectors are lossy. We prove that no photon counter that is perfect in this sense can be built upon the use of lossy bucket detectors.

We are looking for a setup that should only consist of single photon sources, vacuum, beam splitters, and detectors. It should have one input mode (the signal, mode 0) and the pattern of firing detectors shall distinguish between two, one, and zero photons in the signal mode.

Single photon ancillas

In the first step we are interested in the case where only single photon ancilla modes are available. To this end, we will analyse the output pattern \( \omega = (1, \ldots, 1) \) on \( n \) modes for the ability to distinguish between one and two photons in the signal mode. We require the probability of detecting one click per detector given one signal photon to be strictly positive,

\[
\langle 1, 1, \ldots, 1 | A | 1, 1, \ldots, 1 \rangle = \text{per} A \neq 0. \tag{4.55}
\]

This pattern shall be the indicator for one signal photon. As usual, \( A \in \mathbb{C}^{n \times n} \) is the transformation of the creation operators and \( A \) its action on the Hilbert space.

A necessary condition for the network to distinguish between one and two photons unambiguously is that the click pattern caused by \( \omega \) shall not be reproduced by two signal photons (represented by \( \Omega^{(2)} = (2, 1, \ldots, 1) \)):

\[
\langle 2, 1, \ldots, 1 | A | 2, 1, \ldots, 1 \rangle = \text{per} A[2, 1, \ldots, 1|\Omega^{(2)}] = 0 \\
\langle 1, 2, \ldots, 1 | A | 2, 1, \ldots, 1 \rangle = \text{per} A[1, 2, \ldots, 1|\Omega^{(2)}] = 0 \\
\vdots \\
\langle 1, 1, \ldots, 2 | A | 2, 1, \ldots, 1 \rangle = \text{per} A[1, 1, \ldots, 2|\Omega^{(2)}] = 0. \tag{4.56}
\]

By applying the expansion formula (2.13) to the permanent of the \( j \)-th equation in (4.56) with the \( j \)-th row fixed, the system (4.56) can be rewritten as the matrix
equation

\[
A\alpha = A \begin{pmatrix}
2\text{per}A \\
\text{per}A[\omega|2, 0, 1, \ldots, 1] \\
\vdots \\
\text{per}A[\omega|2, 1, 1, \ldots, 0]
\end{pmatrix} = 0.
\] (4.57)

This equation has nontrivial solutions iff \( \det A = 0 \). Because of unitarity of \( A \), \( \alpha \) has to vanish which implies \( \text{per}A = 0 \), which, in turn, poses a contradiction to Eqn. (4.55). Therefore, this restricted setup cannot be used for photon number discrimination, auxiliary vacuum modes have to be considered as well.

Including vacuum modes

The next step will be to allow for empty ancilla modes that are projected onto vacuum afterwards. One straightforward way is to adapt the previous ansatz by allowing for a non-unitary \( A \) in the following (especially \( \det A = 0 \)). Then, the constraints we want \( A \) to fulfil are (4.56) combined with \( \det A = 0 \).

On one and two modes with photons being present in the auxiliary modes there are no matrices satisfying these conditions. There are six solutions to the problem with three modes. One of them reads

\[
A^{(1)} = \begin{pmatrix}
\frac{A_{1,1}}{\sqrt{2}}, A_{1,2} & A_{1,3} \\
\frac{\sqrt{3}}{2} A_{1,3}^2 & A_{2,3} \\
\frac{1}{2} A_{1,3} & A_{3,3}
\end{pmatrix}
\] (4.58)

with the five free parameters being not zero.

Having only product input states and detectors in every mode, we still have the gauge freedom of multiplying \( A \) by real diagonal matrices \( Y \) and \( X \) from the left and from the right, respectively. This actually already includes the five parameters \( A_{i,j} \), which becomes obvious when substituting \( A_{i,j} = A_{1,3} A_{1,j} \). So, a normal form of this solution is

\[
A^{(1)} = \begin{pmatrix}
1 & 1 & 1 \\
\frac{29-45\sqrt{3}}{76} & \frac{2\sqrt{215}}{85} & 1 \\
\frac{3}{2} & \frac{1-\sqrt{271}}{4}
\end{pmatrix}
\] (4.59)
The other solutions are $A^{(2)} = (A^{(1)})^*$, and after appropriate rescaling

$$A^{(3)} = \begin{pmatrix} 1 & 1 & 1 \\ -\frac{\sqrt{3}}{2} & 1 & 0 \\ \frac{\sqrt{3}}{2} & 1 & 1 \end{pmatrix}, \quad A^{(5)} = \begin{pmatrix} 1 & \frac{2a^2-7a-3(1-a)-13}{14-4a+8a^2} & \frac{\bar{a}-a-1}{2} \\ 1 & \frac{a^2-7a-3(1-a)+15}{14-4a+8a^2} & a \\ 1 & 1 & 1 \end{pmatrix}^T,$$

and their complex conjugates, where $\bar{a} = i\sqrt{3 + a(2 + 3a)}$ and $a \in \mathbb{R}$ is another free parameter.

**Unitary extensions**

As the $A^{(k)}$ are certainly not unitary, they have to be extended by using additional vacuum modes (see Section 3.1.6). For a three-mode non-unitary transformation, the smallest extension uses four modes. A sufficient condition for $A$ to be unitarily extendable with only one vacuum mode is

$$\langle A_1|A_2\rangle \langle A_2|A_3\rangle \langle A_3|A_1 \rangle < 0,$$

where $A_i$ is the $i$-th row- or column vector of $A$. Using Mathematica, the network achieving the maximum probability for detecting one photon given one photon in the signal mode, $p(1|1) = |\text{per}(YAX)|^2$ can be found. It is in the class $A^{(5)}$ with $p(1|1) = 1.6 \cdot 10^{-2}$, but violates the condition (4.61). For current experimental implementations the complexity of the network has a huge impact, rather than small deviations from the optimal probability. Therefore, we chose another solution – $A^{(1)}$ – which can be embedded with only one additional vacuum mode, resulting in the mode transformation

$$U = \frac{1}{\sqrt{159}} \begin{pmatrix} \sqrt{46} & \sqrt{46} & \sqrt{46} & -\frac{\sqrt{2}}{2}(-13 + i\sqrt{27}) \\ \frac{-29-45\sqrt{3}}{2\sqrt{38}} & \frac{2+4\sqrt{244}}{\sqrt{38}} & \frac{\sqrt{38}}{38} & -\frac{2\sqrt{37}}{70}(\sqrt{147} + 9i) \\ \frac{-\sqrt{2}}{\sqrt{27}} & \frac{3}{4}(\sqrt{2} + i\sqrt{54}) & \sqrt{18} & \frac{\sqrt{69}}{6} \\ \frac{-\frac{1}{2}(\sqrt{3} - 3i)}{\sqrt{27}} & \frac{-\frac{1}{2}(3 + 15i)}{\sqrt{27}} & 0 \end{pmatrix}$$

with $p(1|1) = \text{per}U[1, 1, 1, 0][1, 1, 1, 1]^2 = 2254/446631 \approx 5 \cdot 10^{-3}$. Patterns for two photon detection can be discriminated from false one-photon outcomes by subsequently splitting modes 2 and 3 by means of 50 : 50 beam splitters and conditioning on four clicks in the detectors. This leads to a two photon detection probability of $p(2|2) = |\text{per}U[0, 2, 2, 0][2, 1, 1, 0]|^2 / 32 = 251275/15780962 \approx 1.6 \cdot 10^{-2}$. 

LOQC – construction of small networks and asymptotic scaling
Table 4.1: Output signals of photon counters given zero, one, or two photons. Black squares shall symbolise non-zero probabilities, the detection events marked by white squares do not occur at all. Dark counts and photon loss would result in more cross-counts in all the cases.

With the construction of the extension in mind (c.f. Fig. 3.1) this network consists of two general three-mode interferometers with an additional vacuum mode coupled in between them. The additional beam splitters used to spread the photons to additional output modes also do not need any interferometric stabilisation as they only mix photons with the vacuum in front of the detectors.

Applications

Using such a photon counter allows us to discriminate between one and two photons. However, for all possible applications a distinction of zero photons in the signal mode is necessary. As the one- and two-photon inputs are detected by a threefold and fourfold coincidence count, respectively, a zero-photon input cannot result in a false pattern and will always be detected as unknown (see Table 4.1 for comparison of commonly used types of detectors). It turns out that these properties are sufficient for the counter to be used in the type-I fusion gate [38] and in a circuit for EPR preparation using only single photon resources [60]. Still, it is not enough to implement the nonlinear sign shift gate [37]. For this primitive element of a circuit based model of computation, a distinction between zero, one and “more than one” photons is required.

Fusion The two measured modes of a type-I fusion gate contain $s_1 = (1, 0)$ or $s_2 = (0, 1)$ photons on success, in contrast to $f_1 = (2, 0)$, $f_2 = (0, 2)$, or $f_3 = (0, 0)$ photons on failure. By placing a bucket detector in the second mode we can filter out the events $s_1$, $f_1$, and $f_3$ by post-selecting on a vacuum detection. Now, these three patterns can be discriminated by our counting circuit attached to the first mode in such a way that it only claims a successful outcome if there was exactly one photon, so the success indicating pattern $s_1$. For not having a detector that
**State discrimination**

**Figure 4.10:** The circuit from [60] for EPR pair production. Which type of detectors are placed in modes 3, 4, 7, and 8 is explained in the text. The output state will be generated in modes 1, 2, 5, and 6. All the beam splitters are 50:50 and single photons are put in modes 1, 4, 5, and 8, all other modes are initialised in the vacuum state.

can fully discriminate between zero, one, and two photons, we only used one of the success outcomes and have therefore lowered the success probability even more.

With this fusion gate at hand, cluster states can be generated using only EPR pairs and single photons (another technique to start from EPR pairs without the need for photon counters is described in [69]).

**EPR production** The circuit for EPR production is shown in Fig. 4.10. Again, we concentrate on a single success outcome. An EPR pair is produced in the modes \((1, 2, 5, 6)\) when there is a single photon detected in both of the modes 3 and 4, and vacuum in the latter pair (7 and 8). We place bucket detectors in the vacuum modes and counting circuits in the single photon ones. What false patterns could occur? On the one hand, there could be two or none instead of single photons, but these errors can be filtered out with the circuit introduced above. On the other hand, higher Fock layers (like the events \((3, 1)\) and \((1, 3)\)) could lead to false success. However, as can be easily seen from Fig. 4.10, the output of the EPR circuit does not contain the monomials \((a_3^\dagger)^3a_4^\dagger\) or \(a_3^\dagger(a_4^\dagger)^3\). As there are not more than four photons in the circuit, we already checked all possible patterns. Therefore, these ingredients are sufficient to produce EPR pairs with single photons, linear optics, and bucket detectors.

**Non-demolition measurements** Another application is the implementation of non-demolition photon counters. In Ref. [70] a network is proposed which is able to discriminate between zero, one, and two photons in a signal mode non-destructively. From the signals of photon counters, the events of zero and one photon in the signal mode can be inferred. The two-photon event results in a failure-outcome, which is sufficient for the KLM scheme [37], for example. What is required to decide between one and two photons are detectors able to tell the state \(|0111\rangle\) (one-photon input)
apart from the set of states \{\ket{0022}, \ket{1111}, \ket{1012}, \ket{0121}\} (two-photon input), with
the signal carried by the second mode. A bucket detector in the first mode and two
instances of the counting device introduced above in modes three and four already
achieve this goal.

Realistic detectors efficiencies

In the previous section we assumed perfect detectors, \textit{i.e.}, every photon that en-
ters the detector will result in a detection event. However, this is still far from
reality and lossy detectors have to be considered. Actually, the detection patterns
introduced before are already tolerant against loss. It is only the vacuum extension
that leads to problems: the post-selection onto a vacuum detection cannot toler-
ate photon loss because bright events can be mistaken for darkness. This might
cause the two-photon pattern \((1, \ldots, 1, 1)\) to be recognised as one photon (the
pattern \((1, \ldots, 1, 0)\)). Unfortunately, the \((1, \ldots, 1, 1)\)-pattern cannot be excluded
from the two-photon events. In the example above, the false count probability is
\[ p(1|2) = \text{per}U[1, 1, 1, 1|\Omega^{(2)}]^2/2 = 644/8427 \approx 7.6 \cdot 10^{-2}. \]

Not being able to discriminate between photon numbers when relying on lossy
bucket detectors is actually not restricted to this network. Rather, it is a general
property of linear optics. To prove this quite intuitive statement, the following
observation will be useful.

Let \(\omega^{(1)}\) be the detection pattern such that a one photon input can be in-
ferred from it unambiguously. By using linear optics (mode permutations and mixing
with the vacuum), \(\omega^{(1)}\) can be transformed into the pattern with each mode being
populated by at most one photon. Although the detection probabilities decrease, the
detector will still discriminate unambiguously between the same photon numbers.

Now, a no-go theorem for unambiguous photon counting can be stated\(^4\):

**Theorem 7** (No photon counters with linear optics). \textit{Consider linear optics, lossy
bucket detectors, single photon sources and vacuum. With these tools alone it is not
possible to discriminate between one- and two-photon states unambiguously.}

\textit{Proof}. Let \(n - 1\) be the number of auxiliary photons, \(n + k\) the total number of
modes available to the network (w.l.o.g. we assume \(k \geq 0\)) and \(A \in \mathbb{C}^{(n+k)\times(n+k)}\)
the linear transformation of the creation operators. The aim will be to show that
\(A \notin SU(n+k)\) for all product input states for all \(n \in \mathbb{N}\) and \(k \in \mathbb{N}\).

\(^4\)This result is already known from [71]. However, using the methods introduced
before, another approach might be insightful as well.
Further, let $\Omega^{(l)} \in \mathbb{N}^\nu$ with $\Omega_1^{(l)} = l$, $\Omega_2^{(l)} \geq \cdots \geq \Omega_{\nu}^{(l)} > 0$ and $\sum_i \Omega_i^{(l)} = n - 1 + l$, $l = 0, 1, 2$ be the possible input patterns (the remaining $n + k - \nu$ modes are initialised in the vacuum). Concerning detection patterns for a single input photon, as mentioned above we only have to care about $\omega^{(\nu)} = (1, \ldots, 1)$, and we demand
\[
\text{per}[\omega^{(1)}|\Omega^{(1)}] \neq 0. \tag{4.63}
\]
In order to exclude any two-photon events which are wrongly interpreted as one-photon ones, $A$ has to satisfy the $n + k$ equations
\[
\text{per}A[\omega + e_i|\Omega^{(2)}] = 0, \quad i = 1, \ldots, n + k. \tag{4.64}
\]
We expand the permanent in Eqn. (4.64) in the $i$-th row and obtain the matrix equation
\[
(A_{i,j})_{i=1,\ldots,n+k} \left(\Omega_j^{(2)} \text{per}A[\omega^{(1)}|\Omega^{(2)}] - e_j\right)_{j=1,\ldots,\nu}^T = 0. \tag{4.65}
\]
By taking any subset $\pi$ of $\nu$ of these equations we can compose $\binom{n+k}{\nu}$ sets of equations, each of which has no trivial solution due to (4.63). In turn, the existence of a non-trivial solution imposes the constraint
\[
\det \left[ \sum_{i=1}^{\nu} e_{\pi(i)} \left| \sum_{j=1}^{\nu} e_j \right. \right] = 0 \tag{4.66}
\]
on the coefficient matrices. By successively expanding $\det(A)$ in the last $n + k - \nu$ columns and substituting (4.66) for all $\pi$, $\det A = 0$ follows immediately. This contradicts the requirement of unitarity for a physical implementation in terms of linear optics for any choice of $n$ and $\Omega^{(0)}$, and any combination of detection patterns.

An intuitive explanation of this result is that there is no big difference between the detectors themselves being lossy, some of the linear optics components in front of them, or rather the input to the whole network being constituted of less photons. Therefore, it seems plausible, that there is no detection event that allows lossy detectors to tell apart one photon from two photons with certainty.

**Comparison with time-multiplexed loop detectors** An alternative approach that can be found in the literature [72, 73] is that of a multiplexed bucket detector, or “loopy” detector. To describe this device we use the following model: The signal mode is distributed into $k$ detector modes with equal amplitudes. All detectors are assumed
to work with the same efficiency $\eta \in (0, 1]$. Obviously, even in the case of perfect detectors, the probability of false counts is strictly larger than zero. Given two input photons, the probability of detecting only one is

$$p_{\text{loopy}}(1|2) = \frac{1}{2} \left[ \eta^2 + \eta(1 - \eta)(2k - 1) \right]. \quad (4.67)$$

On the other hand, the false count probability of our setup is given by

$$p_{\text{prnr}}(1|2) = \frac{\text{per} A[1, 1, 1, 1|2, 1, 1, 0]^2}{2} (1 - \eta) \eta^3. \quad (4.68)$$

For a comparison of this network with “loopy” we allow for the same number of detectors – $k = 6$ – and operate the “loopy” detector under the same conditions (i.e., output “0” will be interpreted as “unknown”), lowering the rate of successful detections, but lowering the cross-count rates to $p_{\text{loopy}}(0|2) = p_{\text{loopy}}(0|1) = 0$. A fair figure of merit should also take the success probability itself into account.

Therefore, we will consider the ratio $r := p(1|2)/p(2|2)$, which is shown in Fig. 4.11. For today’s detector efficiencies (which can be assumed to reach up to 70%) the relative failure rate of our setup turns out to be higher than the “loopy” one. But when going to large $\eta$, $r_{\text{loopy}}$ converges to the constant $(k - 1)^{-1}$, while $r_{\text{prnr}}$ tends to zero. So even with imperfect detectors $r_{\text{prnr}} < r_{\text{loopy}}$ for $\eta > 85199/91754 \approx 0.93$ the presented setup will provide advantages over multiplexed counting although it suffers from detector inefficiencies as well.
On the same number of modes it remains, however, significantly harder to experimentally construct a network that uses interferometers compared to a cascade of beam splitters. Please note, that leaving the set of devices we restricted ourselves to in the beginning can means also allowing for qualitatively better detection devices. For example counting detectors which are essentially integrated cascades of a large number of small bucket detectors on one chip – splitting up the signal mode into a multitude of detector modes – allow for significant improvements such as discrimination between 1 and more photons with an cross count rate of less than 1% (see e.g., [74]).

4.5 Discussion

This chapter was concerned with the application of the methods outlined in Chapter 3 to a range of small problems in linear optics.

Some of the examples were not discussed in the literature and are merely used to illustrate the techniques. We showed the construction of highly specialised networks for (i) the generation of 5-photon NOON states and (ii) the projective measurement of states in the tetrahedral basis for the purpose of state estimation.

Of more interest are the examples dealing with problems already introduced earlier. While it is known that linear optics with feed-forward is able to distinguish between all four Bell states with an arbitrarily high success probability $p_s < 1$ [37], it relies on a supply with highly entangled auxiliary states. With only auxiliary vacuum a bound of $p_s \leq 1/2$ was shown before [63]. We discussed this measurement problem in an even more static setting. Without prior knowledge about the input state it turns out that the application of random local unitaries plays a crucial role: without it only $p_s \approx 0.126$ (obtained by numerical optimisation) can be achieved.

Further, the importance of photon number discrimination is highlighted by analysing the possibility of simulation of a fair photon counter with linear optics and bucket detectors. No such circuit is possible without auxiliary vacuum modes or non-perfect detectors. This is a result shown in Ref. [71] and we give a new version of the proof with our methods. Also, a network is constructed which achieves this job in the case of perfect detectors.

A prominent example appearing quite often in recent experiments [23, 53, 54] is the post-selected controlled phase gate. Within the framework of linear optics, auxiliary vacuum modes and photon detectors, we constructively show the optimal success probability of networks implementing such gates for arbitrary phases $0 \leq \varphi \leq \pi$. In the special case $\varphi = \pi$ usually discussed in the literature it is shown that
the original network is already an optimal one. Furthermore, and quite surprisingly, we discover that $p_s(\varphi)$ is not monotonous, therefore limiting the procedure of using specially tailored gates instead of the usual gate set in the circuit model to improve the probabilities of success. We also apply the same methods to the phase gate with two control qubits (for $\varphi = \pi$ equivalent to the Toffoli gate) and observe a similar behaviour. For $\varphi = \pi$, the previously known maximum of $p_s = 1/72$ [62] is shown to be obsolete when considering the full class of these gates, where we show the maximum to be $p_s \approx 1/57$.

Finally, we considered a class of networks with a complexity allowing for experiments today. Being small and using only few photons we show how networks for the purpose of state transformation of dual-rail qutrits and ququads (so states of two or three photons on two modes) can be constructed.
Cluster states

We now turn to the preparation of cluster-, or more generally, graph states – resource states for measurement-based quantum computation. The measurement-based model is a desirable route to quantum computation in a number of architectures, for example, where nearest-neighbour interactions or the topology of clusters are inherent in the architecture. Also, when multi-qubit gates are difficult to apply, this route can be advantageous over schemes based on the gate model due to the very clear distinction between the preparation of entanglement, and the consumption of it by means of local measurements.

Although, in principle, an efficient scaling of linear optics quantum computation was proved already in the gate model [37], alternative routes might offer far less demanding schemes. Independent of the actual algorithm to be run, one can concentrate on the construction of cluster states with a fixed set of gates in the preparation step, rather than optimising over all possible networks in general – quite a hopeless enterprise for a large number of qubits. In the computation stage, only single qubit rotations, which correspond to suitable phase plates in the usual polarisation based dual-rail encoding and which work deterministically, are required in front of detectors.

A graph state \([75, 76, 77]\) is a quantum state described by an undirected graph \(G = (V, E)\), with \(V\) being the set of vertices, and \(E\) the set of edges. The vertices are embodied by physical systems, so single spins or qubits (in the optical case usually single photons). The edges represent interactions. More specifically, a graph state is the simultaneous eigenstate to the set of stabilisers

\[
K_G^{(a)} := \sigma_x^{(a)} \bigotimes_{b : \text{dist}(a, b) = 1} \sigma_z^{(b)} \quad (5.1)
\]

for all \(a \in V\) with eigenvalue +1, i.e.,

\[
K_G^{(a)} \left| \psi_G \right\rangle = \left| \psi_G \right\rangle \quad \forall a \in V. \quad (5.2)
\]
Here, dist\((x, y)\) is the graph-theoretical distance [78] between vertices \(x\) and \(y\) on \(G\), \(i.e.,\) dist\((x, y)\) = 1 exactly for neighbouring vertices. From here on, \(\sigma^{(b)}_{x, y, z}\) denote Pauli operators with support on the Hilbert space of the physical system labelled \(b\).

Equivalently, this state can be thought of as having each qubit prepared in the state \(|+\rangle := (|0\rangle + |1\rangle)/\sqrt{2}\) and applying an interaction leading to a controlled-Z-gate

\[
U_{CZ} := \sum_{i,j} (-1)^{ij} |ij\rangle \langle ij|
\]  

(5.3)
to neighbouring vertices \(a, b \in V\), so to vertices that are connected by an edge \((a, b) \in E\). Because these gates are diagonal in the computational basis, they commute, and hence the order in which they are applied does not influence the final state.

Now, a cluster state is a special graph state with the square lattice \((V \in \mathbb{Z}^2, E = \{(a, b) : |a - b| = 1\})\) as the underlying graph. In the following chapters we will also consider graph states on other regular lattices (such as hexagonal-, diamond-, and pyrochlore lattices). Note, that this definition is in no way restricted to two or three dimensions. The dimensionality only refers to the abstract underlying graph that defines the correlations, rather than actual physical dimensions.

However, one can think of the above lattice structure emerging from a physical lattice as well. This may be an optical lattice generated by standing wave laser light, where atoms are located at individual lattice sites [79]. By means of interactions or controlled collisions, implementing (5.2) or (5.3), respectively, a cluster state can in principle be prepared in such systems. Different states that might provide similar computational resources can be obtained as ground states of a wide range of many-body Hamiltonians [56].

The simple description of a graph state by its stabilisers is supported by simple rules how Pauli measurements of single qubit transforms the underlying graph. Let us briefly summarise the effective action of these operations when applied to a qubit constituting a vertex \(a \in V\) of a graph state \(|\psi_G\rangle\) with \(G = (V, E)\) [76]. The neighbourhood of a vertex \(a\) will be denoted by \(N_a := \{b : (a, b) \in E\}\), the subgraph of \(G\) induced by \(A \subset V\) is \(G[A] := (A, \{(a, b) \in E : a, b \in A\})\), and the complement of a graph \(G\) with respect to the set of all possible edges by \(G^c := (V, \{(a, b) : a, b \in V\} \setminus E)\). The measurement rules now read

- A \(\sigma_z\) “cuts” the vertex \(a\). The graph representing the resulting state is \(G' = G[V \setminus \{a\}]\).
• $\sigma_y$ measurements perform local complementations: $G' = (G[V \setminus \{a\}] \setminus G[N_a]) \cup G[N_a]^c$. So, it swaps all possible edges in its immediate neighbourhood.

• Further, we will encounter $\sigma_x$ measurements only in the special case where the state in the neighbourhood of the affected qubit looks like a cluster chain, so $V \subset \mathbb{Z}$ and $E = \{(a, b) : |a - b| = 1\}$. Upon measurement of the $\sigma_x^{(a)}$ operator, the stabilisers which result from those having support on $a$ are $\sigma_z^{(a-2)} \sigma_x^{(a-1)} \sigma_x^{(a+1)} \sigma_z^{(a+2)}$ and $\sigma_z^{(a-1)} \sigma_z^{(a+1)}$. This will either be interpreted as a redundantly encoded qubit (qubits $a - 1$ and $a + 1$ locally look like a GHZ state), or – after application of a Hadamard $H^{(a-1)}$ or $H^{(a+1)}$ – as a $T$-junction with a single dangling edge, $G' = (G[V \setminus \{a\}] \setminus G\{(a - 1, a + 1, a + 2)\}) \cup G[a - 1, a + 1, a + 2]^c$. Measurement rules for the redundancy qubits follow from the rotated rules for cluster states, e.g., a $\sigma_x$ measurement removes one qubit from the encoding.

The resulting graphs $G'$ are actually only obtained after applying some local unitaries (by-product operators) to the neighbours of $a$, depending on the measurement outcomes. Instead of applying the unitaries right after the measurement, the cheaper way is to keep track of them and instead rotate future measurement bases accordingly.

### 5.1 The one-way computer

It has been shown that local single-qubit measurements in the $x$-$y$-plane on constituents of such a cluster state are just as powerful as the gate model for quantum computation, and the one-way model can hence efficiently simulate any other quantum computer [15, 80, 81]. That is, for a given finite computation there exists a finite graph with $V \subset \mathbb{Z}^2$ such that the computation can be simulated by a sequence of suitable local single-qubit measurements on the cluster state. The usual mapping from a circuit model to a cluster state allows to label one dimension as time which comes in handy because only time slices of a cluster actually have to exist at a given point during the computation. We will also frequently encounter finite subsets of the hexagonal lattice which is a computational resource in the same sense.

Similar to the outcome-dependent local rotations after Pauli measurement, such updates are necessary after general measurements as well. Keeping the accumulated rotations (by-product operators) in mind, changing the bases of subsequent measurements appropriately can be accomplished efficiently with a classical computer.
5.2 Resource state generation by probabilistic gates

Especially in linear optics, success probabilities are inherent in entangling gates. Still, whether the gate succeeded is known, in contrast to the case of blind losses (as in absorption). In this heralded setting, efficient quantum computing in the gate model with an arbitrarily high success rate $P_s < 1$ was shown to be possible with linear optics [37].

Although efficient in the sense of polynomial scaling of the overhead required, this circuit-based scheme with thousands of auxiliary qubits for a single gate should be seen as a proof of principle, rather than manual how to build optimal linear optics circuits. Merging the best of two worlds, it was first introduced in Ref. [82] how to apply linear optics’ probabilistic entangling gates to the cluster computation model to achieve much more promising resource requirements. Arguments towards the general scaling included subsequent probabilistic addition of single qubits – thereby endangering the whole structure created so far upon failure of the gates (as also discussed in Section 5.2.8) – as well as “micro-clusters” – star-like structures allowing for multiple attempts and thereby featuring a stable growth. The latter approach utilises $O(N^2 \log(N^2))$ qubits to generate a cluster state of size $N \times N$. So far it was the usual method – also applied in Refs. [83, 84] and also Ref. [85] for higher dimensional states. Also, highly redundantly encoded vertices (as proposed in Ref. [38]) give rise to essentially the same scaling behaviour.

In contrast, proceeding in two stages – first building chains and connecting them afterwards (as introduced in Ref. [38] and discussed for small chains in Ref. [86]) – shows to be less wasteful with respect to the invested resource. This new strategy, which we will follow here, allows to identify a scheme with the optimal $O(N^2)$ scaling behaviour. This is possible in the chain-based approach because the required overhead is allocated “per-chain” rather than “per-site”. How to distribute this buffer turns out to be crucial as it can lead to schemes which do not allow for general scaling (fixed overhead per site as in Ref. [86]), require a super-optimal amount of resources ($O(N^2 \log(N^2))$ as in Refs. [83, 84, 85]), or an optimal scaling of $O(N^2)$.

During the first stage it will show that “recycling” chains from failed applications of the entangling gates (as introduced and discussed in Ref. [38] and Ref. [86]) is a very complicated but crucial detail. We will formalise it in the notion of “strategies” that will be of central interest during the first stage. This will allow us to exceed the linear performance indicated in Ref. [83] and find the optimal procedure within the chosen restrictions.
The full potential of such a cluster state based scheme was not known so far in full generality, rather than in examples for small \( N \). Although the possibility for a linear growth was already indicated in Refs. [38, 83], we will attempt to prove it in a rigorous way. Especially the various averages occurring in such a probabilistic process – implicitly merged and interchanged in earlier proposals – will be highlighted and handled with care.

When probabilistic gates are employed in the production of cluster states, a variety of effects can be observed that influence the actual scaling behaviour of the production process. Here we will start with a fixed reservoir of EPR pairs and study the size of the states that can be produced under the action of probabilistic two-qubit gates. In fact, the very choice of where and in which particular order these gates are applied turns out to be crucial for the scaling of the final state’s size.

Given a certain gate probability, we will aim at finding the optimal procedure, \textit{i.e.} the one that finishes with the largest state on average [1, 2, 5]. In the first step, converging hierarchies of linear upper and lower bounds to the maximal size of linear cluster states will be given. After that, a scheme that processes these chains to two-dimensional cluster states which are the actual resources for the one-way computer will be given, the performance of which achieves the optimal scaling behaviour.

5.2.1 Probabilistic gates used in cluster state production

For the task of joining intermediate cluster states together to form longer chains, we restrict ourselves to two qubit gates that act symmetrically and with the same action for chains of all lengths – most suggested quantum gates do have this property.

Fusion

Mainly we will employ entangling gates such as the type-I fusion gate [38], which is essentially a destructive parity check [87] with suitable error outcomes (see also Fig. 5.1).

Linear cluster states can be written in the form

\[
|\psi_N\rangle = N^{-1/2} \left( \bigotimes_{i=1}^{N-1} (|0\rangle + |1\rangle \sigma_z^{i+1}) \right) \otimes (|0\rangle + |1\rangle). \tag{5.4}
\]

A parity check which can be described by the Kraus operators \( A_{\pm} = 2^{-1/2}(|0\rangle\langle 00| \pm |1\rangle\langle 11|) \) acts on the end qubits of two cluster chains [19] consisting of \( N \) and \( M \)
Figure 5.1: Linear optics “fusion” gates [87, 38]. Left: A quantum parity check gate (type-I fusion gate). The detector projects onto the diagonal basis’ elements. Right: The destructive CNOT gate. The PBS acts in the diagonal basis and is therefore an ordinary PBS embedded by four Hadamard beam splitters. With another detector in the output, this corresponds to the type-II fusion gate. Depending on the measurement outcomes, local rotations of the output (feed-forward) has to be applied in both cases.
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$qubits (so \ N - 1 \ and \ M - 1 \ edges, \ respectively) \ according \ to$

\[
A^{(N,N+1)}_{\pm} |\psi_N\rangle |\psi_M\rangle = \cdots (|0\rangle + |1\rangle \sigma_z) \ \\
A^{(N,N+1)}_{\pm} (|00\rangle + |01\sigma_z + |10\rangle + |11\rangle \sigma_z) \ \\
(|0\rangle + |1\rangle \sigma_z) \cdots \\
= \cdots (|0\rangle + |1\rangle \sigma_z) (|0\rangle \pm |1\rangle \sigma_z) / 2 (|0\rangle + |1\rangle \sigma_z) \cdots \\
= \sqrt{p_{\pm}} \sigma^N_{\pm} |\psi_{N+M-1}\rangle, \\
\]

where $\sigma_+ = 1_2$ and $\sigma_- = \sigma_z$ are local corrections. The remaining $N + M - 1$ qubits constitute a cluster state of $N + M - 2$ edges. Further Kraus operators $B_1 = \langle 10 |$ and $B_2 = \langle 01 |$ describe failure of the gate ($\sigma_z$ measurements on qubits $N$ and $N + 1$), resulting in two cluster chains of $N - 1$ and $M - 1$ qubits (see Fig. 5.2 for an illustration). The total success probability is $p_s = p_+ + p_- = 1/2$.

In the case of linear optics, optimality of the fusion gate can be shown. The gate’s probability of success is $p_s = 1/2$ and the following theorem states that this cannot be increased in the setting of dual-rail encoded linear optical quantum computation without the use of auxiliary photons.

Theorem 8 (Maximum probability of success of fusion). The optimal probability of success $p_s$ of a type-I fusion quantum gate is $p_s = 1/2$. More specifically, the maximal $p = p_+ + p_-$ such that

\[
A_{\pm} = \sqrt{2p_{\pm}} (|H\rangle\langle H, H| \pm |V\rangle\langle V, V|) \\
\]

are two Kraus operators of a channel that can be realised with making use of
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success \( (p_s = \frac{1}{2}) \) failure \( (1 - p_s = \frac{1}{2}) \)

Figure 5.2: Action of a fusion gate on the end qubits of two linear cluster states. In case of a successful outcome, the two chains are connected to a larger one. Otherwise the ends are cut off.

(i) any number of auxiliary modes prepared in the vacuum,

(ii) linear optical networks acting on all modes, and

(iii) photon counting detectors

is given by \( p_s = \frac{1}{2} \).

Proof. Given the setup in Fig. 5.3, we notice a parity check described by these Kraus operators can be used to realise a measurement, distinguishing with certainty two from four two-partite Bell states: The following Hadamard gate and the measurement in the computational basis give rise to the Kraus operators

\[ B_\pm = \langle \pm | = 2^{-1/2}(\langle H | \pm \langle V |). \] (5.9)

On input of the symmetric Bell states with state vectors, \( |\phi^\pm\rangle = 2^{-1/2}(\langle H, H \pm \langle V, V |) \), the measurement results \( (A_-, B_-) \) and \( (A_+, B_+) \) indicate a \( |\phi^+\rangle \), and \( (A_-, B_+) \) and \( (A_+, B_-) \) a \( |\phi^-\rangle \), respectively. These two states can be identified with certainty. The anti-symmetric Bell states with state vectors \( |\psi^\pm\rangle = 2^{-1/2}(\langle H, V \pm \langle V, H |) \) in turn, will result in a failure outcome.

Applying a bit-flip on the second input qubit (therefore implementing the map \( |\phi^\pm\rangle \mapsto |\psi^\pm\rangle, |\psi^\pm\rangle \mapsto |\phi^\pm\rangle \)) at random, a discrimination between the four Bell states with uniform \emph{a priori} probabilities is possible, succeeding in 50% of all cases (see Section 4.4.2 for more details on Bell state discrimination). Following Ref. [63] this is already the optimal success probability when only allowing for (i) auxiliary vacuum modes, (ii) networks of beam splitter and phase shifts and (iii) photon number resolving detectors. Thus, a more reliable parity check is not possible within the presented framework.

Note that one could in principle use additional single-photons from sources or EPR pairs to attempt to increase the success probability \( p_s \) of the individual gate. These additional resources would yet have to be included in the resource count. Such a generalised scenario will not be considered.
Other gates

How a controlled-$Z$ gate can be used to connect cluster chains is obvious from their definition. At this point we will neglect the actual physics behind the gates. The effective actions on two chains of lengths $l_1$ and $l_2$ (now in the number of edges) of the family of gates shown in Table 5.1 can then be described by the outcomes on success and failure,

$$\{l_1, l_2\} \mapsto \{l_1 + l_2 + d_s\}, \quad \text{and} \quad (5.10)$$

$$\{l_1, l_2\} \mapsto \{l_1 - d_f, l_2 - d_f\}, \quad (5.11)$$

respectively, and are cast into the tuple $d = (d_s, d_f)$. This family embodies four gates: On the one hand it contains two with an undefined failure outcome. To obtain a proper cluster state, an additional $Z$-measurement on the neighbours has to cut off the end qubits, thus $d_f = 2$. Additionally, there are those gates with a “built-in” $\sigma_z$-measurement on failure, so $d_f = 1$. On the other hand, there are two “parity check” gates (no new edges are created, $d_s = 0$) and two controlled-$Z$ gates (entanglement is created, $d_f = 1$). Unless stated otherwise we will assume the fusion gate ($d_{\text{fusion}} = (0, 1)$ and $p_s = 1/2$), which is most relevant for linear optics.

5.2.2 Concepts: configurations and strategies

The current section will set up a rigorous framework for the description and assessment of control strategies. All considerations concern the case of one-dimensional cluster states; the two-dimensional case will be deferred to Section 5.2.8. Note that having described the action of the elementary gate on the level of graphs, we may abstract from the quantum nature of the involved cluster states altogether.

Configurations

A configuration (in the identity picture) $I$ is a list of numbers $I_k, k \in \mathbb{N}$. We think of $I_k$ as specifying the length of the $k$-th chain that is available at some instance of
Table 5.1: The four quantum gates described in the text. \((d_s, d_f)\) denote the number of edges gained on success and the number of edges deleted per chain on failure, respectively. \(p_{\text{NDM}}\) is the probability of success of a photon number non-demolition measurement that has to follow the respective gate.

Elementary rule

Let us re-formulate the action of the gates introduced above in this language. An attempted fusion of two chains of length \(k\) and \(l\) gives rise to a map \(C = \sum_{i=1}^{\infty} C_i e_i \mapsto C' = \sum_{i=1}^{\infty} C_i' e_i\) with

\[
C' = C - e_k - e_l + e_{k+l+d_s}
\]

in case of success with probability \(p_s = 1/2\) (leading to a single chain of length \(k + l - d_s\)) and

\[
C' = C - e_k + e_{k-d_s} - e_l + e_{l-d_s}
\]
Figure 5.4: An example of a tree of successive configurations under application of a strategy. Light boxes group configurations. We start with $N = 4$. Dark boxes indicate where the strategy decided to apply a fusion gate. Possible outcomes are success (to the left) or failure (to the right), resulting in different possible future choices. The expected length of the final chain is $\hat{Q}_M(4) = Q(4) = 13/8$.

in case of failure, meaning that one edge each is lost from the chains of length $k$ and $l$. All other elements of $C$ are left unchanged.

Strategies

A strategy defines what action to take when faced with a specific configuration (see also Fig. 5.4). Actions (in the anonymous picture) can be either “try to fuse a chain of length $k$ with one of length $l$” or “do nothing”. Formally, we will represent these choices by the tuple $\langle k, l \rangle$ and the symbol $\emptyset$, respectively. The expected gain per fusion attempt is $\bar{\Delta} = (d_s + 1)p_s - d_f(1 - p_s)$, which is zero for “balanced” gates such as the fusion gates, where it hence never pays off not to use all available resources. Due to the motivation by the fusion gate, we require a strategy to choose a non-trivial action as long as there is more than one chain in the configuration. This requirement will be relaxed for obtaining computer-assisted results in the $\bar{\Delta} < 0$ regime where it can be favourable to keep the longest chain and halt before reaching a single-chain configuration.

Formally, a strategy is said to be valid if it fulfils

1. (No null fusions): $S(C) = \langle k, l \rangle \Rightarrow C_l, C_k \neq 0$

2. (No premature stops): $S(C) = \emptyset \iff C$ contains at most one chain.

We will implicitly assume that all strategies that appear are valid. Strategies in the identity picture are defined completely analogously.

An event $E$ is a string of elements of $\{S, F\}$, denoting success and failure, respectively. The length of $E$ is denoted by $|E|$, its $i$-th component by $E_i$, and the set of events with length $k$ by $\mathcal{E}_k$. Now fix an initial configuration $C_0$ and some strategy
We write \( C_E \) for the configuration which will be created by \( S \) out of \( C_\emptyset \) in the event \( E \). Here, as in several definitions to come, the strategy \( S \) is not explicitly mentioned in the notation. It is easy to see that any strategy acting on some initial configuration will, in any event, terminate after a finite number of steps \( n_T(C) \).

Recall that the outcome of each action is probabilistic and a priori we do not know which \( C_E \) with \(|E| = n\) will have been obtained in the \( n \)-th step. It is therefore natural to introduce a probability distribution on \( C \), by setting

\[
p_n(C) := 2^{-n} |\{ E : |E| = n, C_E = C \}|. \tag{5.14}
\]

In words: \( p_n(C) \) equals \( 2^{-n} \) times the number of events that lead to \( C \) being created after \( n \) steps. The fact that \( S \) terminates after a finite number of steps translates to \( p_{n+k} = p_n \) for all positive integers \( k \). Expectation values of functions \( f \) on \( C \) now can be written as

\[
\langle f \rangle_{p_n} := \sum_C p_n(C) f(C). \tag{5.15}
\]

The expected total length is

\[
\langle L \rangle_{p_n} := \sum_{C,i} p_n(C) i C_i. \tag{5.16}
\]

In particular, the expected final length is given by \( \tilde{Q}(C_\emptyset) := \langle L \rangle_{p_{n_T}} \). Of central importance will be the best possible expected final length that can be achieved by means of any strategy:

\[
Q(C_\emptyset) := \sup_S \tilde{Q}_S(C_\emptyset). \tag{5.17}
\]

This number will be called the quality of \( C_\emptyset \). For convenience we will use the abbreviations \( \tilde{Q}(N) := \tilde{Q}(Ne_1) \) and \( Q(N) := Q(Ne_1) \).

A last quantity that will play a role is the number of fusion attempts \( T(C) \). Due to the nature of the gates involved, it holds that \( L(C_\emptyset) + n_s(E)d_s - n_f(E)d_f = L(C_E) \) and \( T(C_E) = n_s(E) + n_f(E) \) where \( n_s \) and \( n_f \) are the number of succeeded and failed fusion attempts, respectively. For the fusion gate it is particularly simple due to \( d_s = 0 \):

\[
T(C_E) = L(C_\emptyset) - L(C_E). \tag{5.18}
\]
5.2.3 Simple strategies

A priori, a strategy does not allow for a more economic description other than a ‘look-up table’, specifying what action to take when faced with a given configuration. If one restricts attention to the set of configurations $\mathcal{C}(N)$ that can be reached starting from $N$ EPR pairs, $|\mathcal{C}(N)|$ actions have to be fixed.

The cardinality $|\mathcal{C}(N)|$, in turn, can be derived from the accumulated number of integer partitions of $k \leq N$. Its asymptotic behaviour [93] can be identified to be

$$|\mathcal{C}(N)| = \frac{1 + O(N^{-1/6})}{(8\pi^2 N)^{1/2}} e^{\pi^2 (2N/3)^{1/2}},$$

(5.19)

which is almost exponential in the number $N$ of initially available EPR pairs [19].

However, there are of course strategies which do allow for a simpler description in terms of basic general rules that apply similarly to all possible configurations. It might be surmised that close-to-optimal strategies can be found among them. Also, these simple strategies are not only potentially accessible numerically, but also to analytical treatment. Subsequently, we will discuss three such reasonable strategies, referred to as GREED, MODESTY, and STATIC.

GREED

This is one of the most intuitive strategies. It can be described as follows: “Given any configuration, try to fuse the largest two available chains”. This actually is nothing but

$$S_G(C) := \begin{cases} \emptyset & \text{if } \sum_i C_i \leq 1 \\ \langle k, l \rangle & \begin{align*} k &= \max \{ i : C_i > 0 \} \\ l &= \max \{ i : C_i - \delta_{i,k} > 0 \} \end{align*} \end{cases}.$$  

(5.20)

Alternatively, one may think of GREED as fusing the first two chains after sorting the configuration in descending order. The rationale behind choosing this strategy is the following: fusing is a probabilistic process which destroys entanglement on average. Hence it should be advantageous to quickly build up as long a chain as possible. Clearly, the strategy’s name stems from its pursuit of short-term success. From a theoretical point of view, GREED is interesting, as its asymptotic performance can easily be assessed (see Fig. 5.5):

Lemma 9 (Asymptotic performance of GREED). The expected length of the final chain after applying GREED with fusion gates to $N$ EPR pairs scales asymptotically
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Figure 5.5: Expected length for the globally optimal strategy, for MODESTY (in this plot indistinguishable from the former), for GREED, its asymptotic performance, and the lower bound for STATIC, as functions of even number \( N \) of initial EPR pairs. The inset shows GREED and MODESTY for small \( N \), revealing the parity-induced step-like behaviour.

\[
\tilde{Q}_G(N) = (2N/\pi)^{1/2} + o(1).
\]

Proof. It is easy to see that an application of GREED to \( C_0 = Ne_1 \) only generates configurations in \( \{ me_1 + e_l, m = 0, \ldots, N; l = 0, \ldots, N; l + m \leq N \} \). This set is parametrised by \( m \) (the number of EPR resources) and \( l \) (the size of the distinguished chain), giving rise to the notation \( C = (l, m) \). By definition of \( S_G \), whenever \( l \geq 1 \), the next fusion attempt is made on this longer chain and one of the other EPR pairs. As for the case \( l = 0 \) we identify \((0, m)\) with \((1, m - 1)\) (when encountering \((0, m)\) we distinguish one of the \( m \) pairs). Therefore, in this slightly modified notation we have with \( C = (l, m), l > 0 \), in case of success \( C_S = (l + 1, m - 1) \) and in case of failure \( C_F = (l - 1, m - 1) \), respectively.

The tree in Fig. 5.6 can be obtained by reflecting the negative half of a standard random walk tree at \( l = 0 \) and identifying the vertices with same \( m \) but opposite \( l \). One can readily read off the expectation value of the final chain’s length,

\[
\tilde{Q}_G(N) = 2 \sum_{k=0}^{\lfloor (N-1)/2 \rfloor} p_s^{N-k} (1 - p_s)^k \binom{N}{k} (N - 2k).
\]

The probabilities are twice the probabilities of the standard random walk tree, and the length-0 term has been omitted. \( \tilde{Q}_G(N) \) adopts an especially simple form in the balanced case \((p_s = 1/2)\).
Figure 5.6: The process of fusion of the largest can be represented as a tree similar to a random walk. Reflection occurs at the dashed line (the largest string is lost and replaced with an EPR pair. Time evolves from top to bottom, thus decreasing the number of EPR resources. The horizontal dimension represents the length of the largest string.

With an approximation using a Gaussian distribution we easily find the asymptotic behaviour for large \( N \) (setting \( \mu = pN \) and \( \sigma^2 = p_s(1 - p_s)N \) with \( p_s = 1/2 \)),

\[
\tilde{Q}_G(N) = \left( \frac{8}{N\pi} \right)^{1/2} \int_0^\infty 2x \exp \left( \frac{-2x^2}{N} \right) dx + r(N)
\]

\[
= \left( \frac{2N}{\pi} \right)^{1/2} \Gamma(1) + r(N) \tag{5.23}
\]

with approximation error \( r(N) = o(1) \).

The behaviour of \textsc{Greed} changes qualitatively upon variation of \( p_s \): For \( p_s > 1/2 \), \( \tilde{Q}_G(N) \) shows linear asymptotic behaviour in \( N \), while in case of \( p_s < 1/2 \) the quality \( \tilde{Q}_G(N) \) is not even unbounded as a function of \( N \).

Also, variations of \( d = (d_s, d_f) \) have a huge impact on the outcome. For \( p_s = 1/2 \), the other symmetric (\textit{i.e.}, \( C_{FS} = C_{SF} \), \( \bar{\Delta} = (L(C_S) + L(C_F))/2 - L(C) = 0 \)) case, \( d = (1, 2) \), Eqn. (5.22) can be rewritten by replacing the length \( N - 2k \) with \( 2(N - 2k) - 1 + o(1) \), which results in \( \tilde{Q}_G(N) = 2 \left( \frac{2N}{\pi} \right)^{1/2} - 1 \). The other gates show qualitatively different behaviours: linear growth for \( d = (1, 1) \), where the average overall length change per fusion attempt is positive (\( \bar{\Delta} > 0 \)), and saturation for \( d = (0, 2) \) where \( \bar{\Delta} < 0 \) (see Fig. 5.7).
There is a phenomenon present in the performance of many strategies, which can be understood particularly easy when considering Greed: $\tilde{Q}_G$ displays a “smooth” behaviour when regarded as a function on either only even or only odd values of $N$. However, the respective graphs appear to be the same (only displaced with respect to each other), see the inset in Fig. 5.5. For simplicity, we will in general restrict our attention to even values and explore the reasons for this behaviour in the following lemma.

**Lemma 10** (Parity and $\tilde{Q}_G$). Let $N$ be odd. Then $\tilde{Q}_G(N + 1) = \tilde{Q}_G(N)$.

**Proof.** Let $C_0 = N e_1$, $C'_0 = (N + 1) e_1$, for $N$ even. Now let $E$ be such that $S_G(C_E) = \emptyset$ but $S_G(C_{E_1,...,|E|-1}) \neq \emptyset$. As Greed does not touch the $i$-th chain before the $i$-th step, it holds that $C'_E = C_E + e_1$ (with $C_E = e_k$). Further, since type-I fusion preserves the parity of the total number of edges, $C'_E \neq 0$. Hence $C'_E$ is of the form $C'_E = e_1 + e_k$ and one computes:

$$\tilde{Q}_G(C'_E) = (k + 1)/2 + (k - 1)/2 = k = \tilde{Q}_G(C_E).$$

From here, the assertion is easily established by re-writing $\tilde{Q}_G(C'_0)$ as a suitable average over all events $E$ fulfilling the assumptions made above. \hfill $\Box$

Note that fusing an EPR pair to another chain does not, on average, increase its length ($\bar{\Delta} = 0$). Hence the fact that $\tilde{Q}_G(N)$ grows at all as a function of $N$ is solely due to the asymmetric situation at length zero. This is actually a feature of any strategy which utilises fusion gates and more intuition on these effects can be found in Section 5.2.4.
Figure 5.8: Expected length for MODESTY, the optimal strategy (where known), a lower bound to the quality as in Theorem 13, but with MODESTY and $N_0 = 46$ (for better visualisation), and the upper bound attained with the razor model with razor parameter $R$ (see also Section 5.2.6) as functions of the number of initial EPR pairs $N$.

Lemma 10 explains the steps apparent in Fig. 5.5. Such steps are present also in the performance of MODESTY, to be discussed now, and several other strategies – albeit not in such a distinct manner.

**MODESTY**

There is a very natural alternative to the previously studied strategy. Instead of trying to fuse always the largest existing linear cluster states in a configuration, one could try the opposite: “Given any configuration, try to fuse the smallest two available chains”. In contrast to GREED this strategy intends to build up chains of intermediate length, making use of the whole EPR reservoir before trying to generate larger chains. Even though no long chains will be available at early stages, the strategy might nevertheless perform reasonably. Quite naturally, this strategy will be called MODESTY.

Formally, this amounts to replacing max by min, \( i.e. \) replacing descending order by ascending order:

\[
S_M(C) = \begin{cases} 
\emptyset & \text{if } \sum_i C_i \leq 1 \\
\langle k, l \rangle & k = \min\{i : C_i > 0\} \\
& l = \min\{i : C_i - \delta_{i,k} > 0\} 
\end{cases}
\]  

(5.25)
Maybe surprisingly, MODESTY will not only turn out to give better results than GREED, but it is actually close to being globally optimal, as can be seen in Figures 5.5 and 5.8. See Section 5.2.4 for further discussion.

**STATIC**

Another strategy of particular interest is called STATIC, $S_S$. To describe its action, we need to define the notion of an *insistent strategy*. The term is only meaningful in the identity picture, which we will employ for the course of this section. Now, a strategy is called insistent if, whenever it decides to fuse two specific chains, it will keep on trying to glue these two together until either successful or at least one of the chains was completely destroyed. Formally:

\[ (S(I_E) = \langle k, l \rangle) \land ((I_{EF})_k(I_{EF})_l \neq 0) \Rightarrow S(I_{EF}) = S(I_E) \] (5.26)

STATIC acts by insistently fusing the first chain to the second one; the third to the fourth and so on. After this first level, the resulting chains will be renumbered in the way that the outcome of the $k$-th pair is now the $k$-th chain. At this point, STATIC starts over again, using the configuration just obtained as the new input. This procedure is iterated until at most one chain of nonzero length has survived.

The proceeding of $S_S$ is somehow related to MODESTY and GREED, just without sorting the chains between fusion attempts. This results in much less requirements on the routing of the physical systems actually carrying the cluster states. From an experimentalist’s point of view, STATIC is a meaningful choice. It only requires a minimal amount of feed-forward for re-routing the qubits in the chains, but not on the level of routing the whole chains (for a completely re-routing free scheme see Chapter 5.3). STATIC performs, however, asymptotically already better than GREED (see Fig. 5.5).

It turns out that STATIC performs rather poorly when acting on a configuration consisting only of EPR pairs. To cure this deficit, we will proceed in two stages. Firstly, the input is partitioned into blocks of eight EPR pairs each. Then MODESTY is used to transform each block into a single chain. The results of this first stage are subsequently used as the input to STATIC itself, as described before. Slightly over-loading the term, we will call this combined strategy STATIC as well. Note that, even when understood in this wider sense, STATIC still reduces the need for physically re-routing chains: no fusion processes between chains of different blocks are necessary during the first stage. The following theorem bounds STATIC’s performance. For technical reasons, it is stated only for suitable $N$. 
Theorem 11 (Linear performance of Static). For any \( m \in \mathbb{N} \), given \( N = 2^{3+m} \) EPR pairs, Static will produce a single chain of expected length

\[
\tilde{Q}(N) \geq (137/2048)N + 2. \tag{5.27}
\]

The proof of the above theorem utilises the following lemma which quantifies the average length one can expect when combining several configurations.

Lemma 12 (Combined configurations). The following holds.

1. Let \( C \) be a configuration consisting of single chains of respective lengths \( l_1 \) and \( l_2 \). Then one obtains

\[
Q(C) \geq l_1 + l_2 - 2(1 - p_s)/p_s. \tag{5.28}
\]

which simplifies to

\[
Q(C) \geq l_1 + l_2 - 2 \tag{5.29}
\]

for \( p_s = 1/2 \).

2. Let \( C_1, \ldots, C_k \) be configurations. Let \( S \) be a strategy that acts on \( \sum_i C_i \) by first acting with \( S' \) on each of the \( C_i \) and then acting insistently on the resulting chains. Then,

\[
\tilde{Q} \left( \sum_i C_{(i)} \right) \geq \sum_i \tilde{Q}_{S'}(C_{(i)}) - 2(1 - p_s)(k - 1)/p_s \tag{5.30}
\]

\[
p_s = 1/2 \Rightarrow \sum_i \tilde{Q}_{S'}(C_{(i)}) - 2(k - 1). \tag{5.31}
\]

3. When substituting all occurrences of \( \tilde{Q} \) by \( Q \), the above estimate remains valid.

Proof. Firstly, any strategy will try to fuse the only two chains in the configuration together until it either succeeds or the shorter one of the two is destroyed (after \( \min(l_1, l_2) \) unsuccessful attempts). In other words: in case of these special configurations any strategy is insistent. By Lemma 14 one could write \( Q(l_1, l_2) = l_1 + l_2 - \langle T \rangle \)
Consider a configuration consisting of \( N \) chains. We fuse a pair of these chains together: After uniting them into one configuration \( Q \) we do this for \( K \) times. Afterwards, we fuse the remaining \( N - K \) chains on the other hand.

Note, that this holds for any strategy \( S \), so \( Q_S(l_1, l_2) = Q(l_1, l_2) \) and it can formally be extended to \( l_1, l_2 \in \mathbb{R}^+ \) by replacing \( \min(l_1, l_2) \) by \( \lfloor \min(l_1, l_2) \rfloor \), preserving bounds (5.28) and (5.29).

For the second part, we run \( S' \) on each \( C_{(i)} \), resulting in \( k \) single chain configurations \( C'_{(i)} = e_{i_i} \) with probability distributions \( p_i \) on \( C^L(C_{(i)}) \) obeying \( Q_{S'}(C_{(i)}) = \langle l_i \rangle_{p_i} \).

Let \( K = \sum_i L(C_{(i)}) \), then the joint distribution on \( C^K \) is given by \( p = \prod_i p_i \). Now we fuse a pair of these chains together: After uniting them into one configuration \( C' := C'_{(i)} + C'_{(j)} \), \( C \) contains at most two chains which we fuse together as described in the first part of the Lemma. As Eqn. (5.28) is linear in the respective lengths of the chains in \( C' \), the distribution \( p' = p_i p_j \) fulfils on the one hand

\[
\langle \tilde{Q} \rangle_{p'} \geq \langle l_i + l_j - 2(1 - p_s)/p_s \rangle_{p'} = \langle L \rangle_{p_i} + \langle L \rangle_{p_j} - 2(1 - p_s)/p_s
\]

and on the other hand

\[
\tilde{Q}((\langle l_i \rangle_{p_i}, \langle l_j \rangle_{p_j})) \geq \langle L \rangle_{p_i} + \langle L \rangle_{p_j} - 2(1 - p_s)/p_s.
\]

for any insistent strategy. Because these two quantities are bounded by the same value, we will use this bound and replace averages over \( \tilde{Q} \) with \( \hat{Q} \) of configurations of average – not necessarily integer – lengths.

We now iterate this scheme to obtain a single chain. A moment of thought reveals that – as a result of our neglecting the \( 2^{1-[\min(l_1, l_2)]} \)-term – the order in which chains are fused together does not enter the estimate for \( \hat{Q}_S \). The claim follows.

As for the third point: It follows by setting \( S' \) to the optimal strategy. 

Proof. (of Theorem 11) Consider a configuration consisting of \( n = 2^m \) chains of length \( x \) each. Using Lemma 12 one sees that the second stage of Static will convert it into a single chain of expected length \( \hat{Q}(2^m e_x) \geq (x - 2)n + 2 \).
According to Section 5.2.4, MODESTY fulfills $\tilde{Q}_M(8) = Q(8) = 649/256$. With $x = \tilde{Q}_M(2^3)$ and $N = 2^3 + m = 8n$ we find

$$\tilde{Q}_S(N) \geq \frac{649/256 - 2}{8} N + 2 = \frac{137}{2048} N + 2 \approx 6.69 \times 10^{-2} N + 2 \text{ (5.38)}$$

In case of $p_s \neq 1/2$,

$$\tilde{Q}'_S(ne_x) \geq n(x - l_{\text{initial}}) + l_{\text{initial}} \text{ (5.40)}$$

can be obtained in the same way, where $l_{\text{initial}} = 2(1 - p_s)/p_s$ (similar to $n_c$ in [83]) in order to ensure the bound (5.30) to be positive. Initial chains of length $\geq l_{\text{initial}}$ can be produced by employing various strategies (even GREED), aborting the process when $2(1 - p_s)/p_s$ is reached. Although large chains are produced with only a small overall success probability, this does not affect the linear asymptotic behaviour as this process only acts on blocks the size of which only depends on $p_s$, rather than $N$.

### 5.2.4 Computer-assisted results

**Algorithm for finding the optimal strategy**

Before passing from the concrete examples considered so far to the more abstract results of the next sections, it would be instructive to explicitly construct an optimal strategy for small $N$. Is that a feasible task for a desktop computer? Naively, one might expect it not to be. Since the number of strategies grows super-exponentially as a function of the total number of edges $N$ of the initial configuration, a direct comparison of the strategies’ performances is quickly out of reach. Fortunately, a somewhat smarter, recursive algorithm can be derived which will be described in the following paragraph.

The number of vertices in a configuration is given by $V(C) := \sum_i C_i(n_i + 1)$. An attempted fusion will decrease (at least not increase in case of the other gates) $V(C)$ regardless of whether it succeeds or not. Now fix a $V_0$ and assume that we know the value of $Q$ for all configurations comprised of up to $V_0$ vertices. Let $C$ be such that $V(C) = V_0 + 1$. It is immediate that

$$Q(C) = \max_{i,j} (Q(S_{i,j} C) + Q(F_{i,j} C))/2, \text{ (5.41)}$$
Figure 5.9: The optimal expected length $\langle L \rangle$ of the final cluster for the gates listed in Table 5.1. For comparison all gates are assessed at $p_s = 1/2$.

where $S_{i,j}C$ denotes the configuration resulting from successfully fusing chains of lengths $i$ and $j$. $F_{i,j}C$ is defined likewise. As the r.h.s. involves only the quality of configurations possessing less than or equal to $V_0$ vertices, we know its value by assumption and we can hence perform the maximisation in $O(|C|^2)$ steps. One thus obtains the quality of $C$ and the pair of chains that need to be fused by an optimal strategy.

The algorithm now works by building a lookup table containing the value of $Q$ for all configurations up to a specific $V_{\text{max}}$. It starts assessing the set of configurations with $V(C) = 2$ and works its way up, making at each step use of the previously found values. One needs to supply an anchor for the recursion by setting $Q(e_i) = i$.

By assessing a configuration in terms of its longest chain, one can allow for premature halting. Then $p_s$ can be adjusted to investigate gates with $p_s \neq 1/2$ as well.

The generalisation to gates with parameters other than $d = (0,1)$ is straightforward. Because the gates under consideration decrease the number of vertices or the number of chains, adapting the recursion leads to an algorithm suitable for all classes of states that we introduced (c.f. Fig. 5.9).

Clearly, the memory consumption is proportional to $|C^{(N)}|$, which is exponential in $N$ and will limit the practical applicability of the algorithm before time issues do.

We have implemented this algorithm using the computer algebra system Mathematica and employed it to derive in closed form an optimal strategy for all configurations in $C^{(46)}$, the quality of which is shown in Figures 5.5 and 5.8. A desktop computer is capable of performing the derivation in a few hours.

From the discussion above, it is clear that the leading term in the computational complexity of the algorithm is given by $|C^{(N)}|$: every configuration needs to be
looked at at least once. A straightforward analysis reveals a poly-log correction; the described program terminates after $O(|C^{(N)}| \log |C^{(N)}|)$ steps.

**Data, intuitive interpretation, and competing tendencies**

Starting with $C_0 = Ne_1$, MODESTY turns out to be the optimal strategy for $N \leq 10$. For configurations containing more edges, slight deviations from MODESTY can be advantageous. The relative difference with respect to $Q(N)$ is smaller than $1.1 \times 10^{-3}$ for $N \leq 46$. More generally, two heuristic rules seem to hold:

1. It is favourable to fuse small chains (this is the dominant rule).
2. It is favourable to create chains of equal length.

Is there an intuitive model which can explain these findings? Several steps are required to find one. Firstly, note that every fusion attempt entails a $1/2$-probability of failure, in which case two edges are destroyed. So “on average” the total length $L(C)$ decreases by one in each step and it is natural to assume that the quality $Q(C)$ equals $L(C)$ minus the expected number of fusion attempts a specific strategy will employ acting on $C$ (this will be made precise in Lemma 14). Hence, a good strategy aims at reaching a single-chain configuration as quickly as possible, so as to reduce the expected number of fusions (this reasoning will be made precise in Section 5.2.6). Now, if there are $k$ chains present in $C$, then a priori $k - 1$ successful fusions will be needed before a strategy can terminate. If, however, in the course of the process one chain is completely destroyed, then $k - 2$ successes would already be sufficient. Therefore – paradoxically – within the given framework it pays off to destroy chains. Since shorter chains are more likely to become completely consumed due to failures, they should be subject to fusion attempts whenever possible. This explains the first rule.

Secondly, there is one single scenario in which two chains can be destroyed in a single step; that is when one selects two EPR pairs to be fused together. Now consider the case where there are two chains of equal length in a configuration. If we keep on trying to fuse these two chains, then – in the event of repeated failures – we will eventually be left with two EPR pairs, which are favourable to obtain as argued before. Hence the second rule.

We have thereby identified two competing tendencies of the optimal strategy. Obtaining a quantitative understanding of their interplay seems extremely difficult: deviating from MODESTY at some point of time might open up the possibility of creating two chains of equal lengths many steps down the line. We hence feel it is
sensible to conjecture that the globally optimal strategy allows not even for a tractable closed description. A proof of its optimality seems therefore beyond any reasonable effort. One is left with the hope of obtaining appropriately tight analytical bounds – and indeed, the sections to come pursue this programme with perhaps surprising success.

5.2.5 Lower bounds

We will now turn to establishing rigorous upper and lower bounds to $Q$, the outcome of the optimal strategy. These bounds, in turn, give rise to bounds to the resource consumption any probabilistic scheme will have to face. Lower bounds are in turn less technically involved than upper bounds. In fact, rigorous lower bounds can be based on known bounds for given strategies: For not too large configurations, the performance of various strategies can be calculated explicitly on a computer (see Section 5.2.4). Any such computation in turn gives a lower bound to $Q$. The following theorem is based on a construction which utilises the computer results to build a strategy valid for inputs of arbitrary size. This strategy is simple enough to allow for an analytic analysis of its performance while at the same time being sufficiently sophisticated to yield a very tight lower bound for the quality, shown in Fig. 5.8. Notably, the resulting statement is not a numerical estimate restricted to small $N$, but a proven bound valid for all $N$.

**Theorem 13** (Lower bound to the globally optimal strategy). For any strategy $S$, fix $N_0 > 0$. If $S$ satisfies for all $N_0 \leq N \leq 2N_0$

$$\frac{\tilde{Q}_S(N) + 2(1 - 1/p_s)}{N} \geq \alpha := \frac{\tilde{Q}_S(N_0) + 2(1 - 1/p_s)}{N_0}, \tag{5.42}$$

and for all $N \leq 2N_0$

$$Q(N) \geq \tilde{Q}_S(N_0) + \alpha(N - N_0) \tag{5.43}$$

holds, then a lower bound to the quality is given by (5.43) for all $N \geq 2N_0$.

**Proof.** Assume we are given $N > 2N_0$ EPR pairs. Clearly, there are positive integers $k \geq 2$ and $M \leq N_0$ such that $N = kN_0 + M$. Set $n_i = N_0$ for $i = 1, \ldots, k - 1$ and $n_k = N_0 + M$. The $n_i$ fulfil $\sum_i n_i = N$ and $N_0 \leq n_i \leq 2N_0$. We partition the input
into $k$ blocks of lengths $n_i$ and compute

$$Q \left( \sum n_i \right) \geq \sum_{i=1}^{k} Q(n_i) + 2(1 - 1/p_s)(k - 1)$$

$$\geq \sum_{i=1}^{k} \tilde{Q}(n_i) + 2(1 - 1/p_s)(k - 1)$$

$$= \tilde{Q}(N_0) + \sum_{i=2}^{k} n_i \frac{\tilde{Q}(n_i) + 2(1 - 1/p_s)}{n_i}$$

$$\geq \tilde{Q}(N_0) + \sum_{i=2}^{k} n_i \frac{\tilde{Q}(N_0) + 2(1 - 1/p_s)}{N_0}$$

$$= \tilde{Q}(N_0) + \alpha \sum_{i=2}^{k} n_i$$

$$= \tilde{Q}(N_0) + \alpha (N - N_0), \quad (5.44)$$

where we made use of Lemma 12 and the assumptions mentioned above.

In the case of Modesty for $p_s = 1/2$, the function $\tilde{Q}_M(N)$ can be explicitly computed for not too large values of $N$. Indeed, the results for all $N \leq 2N_0 = 184$ were computed. They obey the assumptions in Theorem 13 with

$$\tilde{Q}_M(92) = \frac{175388528938590098714204473464373259356085}{10889035741470030830827987437816582766592} \approx 16.1069. \quad (5.45)$$

Therefore, a linear lower bound for $N \geq 92$ reads

$$Q(N) \geq 16.1069 + 0.153336(N - 92). \quad (5.46)$$

Another example of a lower bound uses $p_s = 3/4$, $\tilde{Q} = Q$ and $N_0 = 14$. All assumptions are fulfilled and the bound reads

$$Q(N) \geq 7.9066 + 0.517139(N - 14). \quad (5.47)$$

See Fig. 5.10 for comparison to upper bounds and the actual quality.

5.2.6 Upper bounds – the razor model

While the performance of any strategy delivers a lower bound for the optimal one, giving an upper bound is considerably harder. We will tackle the problem for fusion gates with $d = (0, 1)$ by passing to a family of simplified models. For every integer
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$R \geq 2$, the *razor model with parameter* $R$ is defined by introducing the following new rule: after every fusion step all chains will be cut down to a maximum length of $R$. Obviously, the full problem may be recovered with $R \geq N$. Given the complexity of the problem, it came as a surprise that even for parameters as small as $R = 2$ the essential features of the full setup seem to be retained by the simplification, in the sense that understanding the razor model yields extraordinarily good bounds for $Q$.

**The razor model – outline**

In the spirit of Section 5.2.2, a configuration in the razor model is specified by a vector in $\mathbb{R}^N$. Thus, the number of configurations with a maximum total number of $N$ edges is certainly smaller than $N^R$, which is a polynomial in $N$. Adapting the techniques presented in Section 5.2.4, we can obtain the optimal strategy with polynomially scaling effort. *We have thus identified a family of simplified problems which, in the limit of large $R$, tend to become exact, and where each instance is solvable in polynomial time.*

How do the results of the razor model relate to the original problem? Clearly, for small values of $R$, $Q_{\text{razor}}(C)$ will be a very crude lower bound to $Q(C)$. However, as indicated in Section 5.2.4, the quality of a configuration $C$ can be assessed in terms of the optimal strategy’s expected number of fusion attempts $\langle T(C) \rangle$ when

\[ \langle \langle L \rangle \rangle \]

\[ N \]

**Figure 5.10:** The graphs show the influence of the classical strategy on the expected length of the final cluster for type-I fusion gates operating at $p_s = 1/4$, $1/2$ and $3/4$, respectively. For each probability, the range enclosed by the error bars indicates the spread between the best possible and worst possible strategy. Bounds are with respect to the optimal strategy; upper bounds use the razor parameter $r = 2$.

Note that for $p_s < 1/2$ no meaningful bounds can be derived from Theorem 13 and Corollary 22 because no premature halting was considered there, but it was used in the algorithm determining the optimal strategy.
acting on $C$. It is intuitive to assume that $\langle T \rangle_{\text{razor}} \leq \langle T \rangle$, as the “cutting process” increases the probability of early termination. We will thus employ the following argument: for a given configuration $C$, derive a lower bound for $\langle T(C) \rangle_{\text{razor}}$, which is in particular a lower bound for $\langle T(C) \rangle$, which in turn gives rise to the upper bound

$$Q(C) \leq L(C) - 2(1 - p_s)\langle T(C) \rangle$$

(5.48)

for $Q$.

The results of this ansatz are extremely satisfactory. Fig. 5.11 shows the performance of the optimal quality for various $R$, and the convergence when increasing $R$.

The intuitive explanation for the success of the model is the observation that the chance that a chain of length $R$ is built up, and eventually disappears again, is strongly suppressed as a function of $R$. That is, the crucial observation is that the error made by this radical modification is surprisingly small. A rigorous justification for this reasoning is supplied by the following two propositions which will be proved in the next section.

**Lemma 14** (Quality and attempted fusions). The expected final length $\langle L \rangle$ equals the initial number of edges $L(C_\emptyset)$ minus the weighted expected number of attempted fusions $2(1 - p_s)\langle T \rangle$.

**Theorem 15** (Bound to the full model from the razor model). Let $C_\emptyset \in C$ be a configuration. The optimal strategy in the setting of the razor model will use fewer
fusion attempts on average to reach a final configuration starting from $C_\emptyset$ than will the optimal strategy of the full setup.

The razor model – proofs

For the present section, it will prove advantageous to introduce some alternative points of view on the concepts used so far. Recall that a strategy is a function from configurations to actions. However, once we have fixed some initial configuration $C_\emptyset$, we can alternatively specify a strategy as a map from events to actions. Indeed, the configuration present after $n$ steps is completely fixed by the knowledge of the initial configuration, the past decisions of the strategy and the sequence of failures and successes. We will call the resulting mapping the decision function $D_{S,C_\emptyset}$ and will suppress the indices whenever no danger of confusion can arise. In the same spirit, we are free to conceive random variables on $C$ as real functions $f : \{S,F\}^n \to \mathbb{R}$. Expectation values are then computed as

$$\langle f \rangle := \langle f \rangle(p_{nt}) = \sum_{E, |E|=n_t} p_s^n(E)(1-p_s)^{n_n(E)} f(E). \quad (5.49)$$

 Quantities of the form $\langle f \rangle(C)$ for some configuration $C$ refer to expectation values $\langle f \rangle$ given the initial configuration $C_\emptyset = C$.

An interesting class of random variables can be written in the form

$$f(E) = \sum_{i=1}^{|E|} \phi_f(E_1,...,i) \quad (5.50)$$

where $\phi_f$ is some function of events and $E_1,...,i$ denotes the restriction of $E$ to its first $i$ elements. A simple example is the amount of lost edges $M(E)$ that was suffered as a result of $E$. Here,

$$\phi_M(E_1,...,i) = \begin{cases} 2d_f, & E_i = F \land D(E_1,...,i-1) \neq \emptyset, \\ -d_s, & E_i = S \land D(E_1,...,i-1) \neq \emptyset, \\ 0, & \text{else.} \end{cases} \quad (5.51)$$

Let us refer to observables as in Eqn. (5.50) as additive random variables. The following lemma states that when evaluating expectation values of additive variables, only their step-wise mean

$$\bar{\phi}(E_1,...,i) := p_s \phi(E_1,...,i-1, S) + (1-p_s) \phi(E_1,...,i-1, F) \quad (5.52)$$
enters the calculation.

**Lemma 16** (Expectation values of additive random variables). Let \( f \) be an additive random variable. Set

\[
\tilde{f}(E) := \sum_{i=1}^{|E|} \bar{\phi}(E_{1:i}).
\]  

(5.53)

Then \( \langle f \rangle = \langle \tilde{f} \rangle \).

**Proof.** Without loss of generality, we assume \( p_s = s/t, s, t \in \mathbb{N} \) for readability. Set \( n = n_T \). We then have, by definition,

\[
\langle f \rangle = \sum_{E,|E|=n} p_s^n(E)(1 - p_s)^{n - n_s(E)} \sum_{i=1}^n \phi(E_{1:i-1})
\]

\[
= \frac{1}{t^n} \sum_{|E|=n} s^{n_s(E)}(t - s)^{n - n_s(E)} n_s(E)
\]

\[
= \frac{1}{t^n} \sum_{i=1}^n \sum_{|E|=i} s^{n_s(E)}(t - s)^{n - n_s(E)} t^{n-i} \phi(E)
\]

\[
= \frac{1}{t^n} \sum_{i=1}^n \sum_{|E|=i-1} s^{n_s(E)}(t - s)^{n - n_s(E)} t^{n-i} \bar{\phi}(E)
\]

\[
= \langle \tilde{f} \rangle.
\]  

(5.54)

\[\square\]

**Proof. (of Lemma 14)** Note that

\[
\tilde{\phi}_M(E_{1:i-1}) = \begin{cases} 
2(1 - p_s)d_t - p_s d_s, & D(E_{1:i-1}) \neq \emptyset, \\
0, & \text{else},
\end{cases}
\]  

(5.55)

for \( d = (0,1) \) counts the weighted number of attempted fusions \( 2(1 - p_s)T \). Using Lemma 16, we see that the expected number of lost edges equals the expected number of fusion attempts: \( \langle M \rangle = 2(1 - p_s)\langle T \rangle \). This proves Lemma 14. \[\square\]

In the following proof of Theorem 15, we will employ the identity picture introduced in Section 5.2.2. The argument is broken down into a series of lemmata.

**Lemma 17** (More is better than less). Let \( I \) be a configuration. Then, for all \( i \), \( Q(I + e_i) \geq Q(I) \).
Proof. The proof is conducted by induction on two parameters: on the number of non-trivial chains $|I|$ and on the total length $L(I)$. To base the induction in both variables, we note that the claim is trivial if either $|I| \leq 1$ or $L \leq 2$.

Now consider any configuration $I$. Let $S$ be the optimal strategy and denote by $I_S$ and $I_F$ the configurations created by $S(I)$ in case of success and failure, respectively. It is simple to check that $S(I)$ acting on $I + e_i$ yields $I_S + e_i$ or $I_F + e_i$. Hence
\begin{equation}
Q(I + e_i) \geq p_S Q(I_S + e_i) + (1 - p_S) Q(I_F + e_i).
\end{equation}
But unless $|I| \leq 1$ it holds that in any event $E \in \{S, F\}$ either $|I_E| < |I|$ or $L(I_E) < L(I)$ and thus the claim follows by induction.

Lemma 18 (Winning is better than losing). Let $I$ be a configuration, and $I_S$ the one resulting from the action of the optimal strategy on $C$ in the case of success, let $I_F$ be the obvious analogue. Then $Q(I_S) \geq Q(I_F)$.

Proof. Let $(k, l)$ be the action defined above. Clearly, $I_F = I - d_fe_k - d_fe_l$. By the last lemma, $Q(I_F) \leq Q(I)$. But $Q(I)$ is the average of $Q(I_F)$ and $Q(I_S)$; hence
\begin{equation}
Q(I_S) \geq Q(I) \geq Q(I_F).
\end{equation}

Lemma 19 (No catalysis). Let $I$ be a configuration. Then, for all $i$, $Q(I + e_i) \leq Q(I) + 1$.

Proof. We show the equivalent statement: for $I$ and $i$ such that $I_i \neq 0$ it holds that $Q(I - e_i) \geq Q(I) - 1$. Once more, the proof is by induction on $|I|, L$, and the validity of the claim for $|I| \leq 1$ or $L \leq 2$ is readily verified.

Let $I, S, I_S, I_F$ be as in the proof of Lemma 17. If the application of $S(I)$ and the subtraction of $e_i$ commute, we can proceed as we did in Lemma 17. A moment of thought reveals that this is always the case if not $I_i = 1$ and $S(C) = \langle i, k \rangle$ (or, equivalently, $\langle k, i \rangle$) for some $k$. In fact, in this case we have
\begin{equation}
I_S = (\ldots, l_i + l_k, \ldots)
\end{equation}
so that $I_F - e_i$ would take on a negative value at the $i$-th position. Note, however, that $I - e_i = I_S - e_i$. By induction it holds that $Q(I_S - e_i) \geq Q(I_S) - 1$ and further, by Lemma 18 $Q(I_S) - 1 \geq Q(I) - 1$, which concludes the proof.
Lemma 20 (Fewer edges – fewer fusions). Let $I$ be a configuration, $i$ be such that $I_i \neq 0$. Then

$$\langle T \rangle(I - e_i) \leq \langle T \rangle(I),$$  \hspace{1cm} (5.59)

where the expectation values are taken with respect to the respective optimal strategies.

Proof. We will show that, for every $I$, the optimal strategy acting on $I' := I - e_i$ will content itself with a lower number of average fusion attempts $\langle T \rangle(I')$, than will the optimal strategy acting on $I$. Recall that Lemma 14 states

$$Q(I) = L(I) - 2(1 - p_s)\langle T \rangle(I).$$ \hspace{1cm} (5.60)

Combining this and Lemma 19 we find

$$Q(I') \geq Q(I) - 1 \iff L(I) - 1 - 2(1 - p_s)\langle T \rangle(I') \geq L(I) - 2(1 - p_s)\langle T \rangle(I) - 1 \iff \langle T \rangle(I') \leq \langle T \rangle(I).$$ \hspace{1cm} (5.61)

We are finally in a position to tackle the original problem.

Proof. (of Theorem 15) Let $C_\emptyset$ be some configuration. We will build a strategy which is valid on $C_\emptyset$ in the razor model and uses a fewer number of expected fusions than the optimal strategy in the full setup. Define the shaving operator $\hat{R} : \mathcal{C} \rightarrow \mathcal{C}$ which sets the length of each chain of length $i$ in the configuration it acts on to $\min(i, R)$. By a repeated application of the relation stated in Lemma 20, we see that $\langle T \rangle(\hat{R}C) \leq \langle T \rangle(C)$.

We build the razor model strategy’s decision function $D'$ inductively for all events in $\mathcal{E}_i$, for increasing $i$. Consider an event $E \in \mathcal{E}_i$. Denote by $C'_E$ the configuration resulting from $C_\emptyset$ under the action of $D'$ in the event of $E$. $C'_E$ is well-defined as only the values of $D'$ for events with length smaller than $i$ enter its definition. Set $D'(E)$ to the action taken by the optimal strategy for $\hat{R}C'_E$.

It is simple to verify that $D'$ defines a valid strategy for the razor model. By the results of the first paragraph, the expected number of fusions decreased in every step of the construction of $D'$. The claim follows. \[\square\]
An analytical bound – random walk

Finally, we are in a position to prove an analytic upper bound on the yield of any strategy building one-dimensional cluster chains. Quite surprisingly, the description given by the razor model with a rather radical parameter of $R = 2$ is still faithful enough to deliver a good bound as will be explained now. Bounds based on higher razor parameters will be shown as well, up to a regime where they are indistinguishable from the quality within a reasonable accuracy.

In the $R = 2$ model, configurations are fully specified by giving the number of EPR pairs $n_1$, and the number of chains of length two $n_2$ they contain. Hence the configuration space is $\mathbb{N}_0 \times \mathbb{N}_0$ and we can picture it as the positive quadrant of a two-dimensional lattice. In each step a strategy can choose only among three non-trivial actions:

(a) Try to fuse two EPR pairs. We call this action $a := (1, 1)$ for brevity. Let $C_S$ be the configuration resulting from a successful application of $a$ on $C$. Define the vector $a_S \in \mathbb{Z} \times \mathbb{Z}$ as $a_S := C_S - C$. An analogous definition for $a_F$ and some seconds of thought yield

$$a_S := (-2, 1),$$
$$a_F := (-2, 0).$$

(b) Try to fuse two chains of length one and two, respectively. In the same manner as above we have $b := (1, 2)$ and

$$b_S := (-1, 0),$$
$$b_F := (0, -1).$$

(c) Try to fuse two chains of length two, so $c := (2, 2)$ and

$$c_S := (0, -1),$$
$$c_F := (2, -2).$$

The objective is to bound the minimum number of non-trivial actions taken on average from below. Initially, we start with $N$ EPR pairs, so $C_0 = (N, 0)$. As the configuration space is a subspace of $\mathbb{N}_0 \times \mathbb{N}_0$, we can describe the situation by a random walk in a plane.
Any strategy will apply the rules $a, b, c$ until one of the points $(0,0), (1,0), (0,1)$ is reached (illustrated in Fig. 5.12). Our proof will be led by the following idea: by applying one of the three non-trivial actions to a configuration $C$, we will move “on average” by

$$a = p_s a_S + (1 - p_s) a_F = (-2, p_s),$$

$$b = (-p_s, p_s - 1), \quad \text{or}$$

$$c = (2(1 - p_s), p_s - 2),$$

respectively. The minimum number of expected fusion steps should then be given by the minimum number of vectors from $\{\bar{a}, \bar{b}, \bar{c}\}$ one has to combine to reach the origin starting from $(N,0)$. This procedure amounts to an interchange of two averages. The aim is to reach the origin or a point with distance one to it on average as quickly as possible.

To make this intuition precise, set

$$\phi_\delta(E_{1,\ldots,i}) := D(E_{1,\ldots,i-1})E_i.$$  

Recall that $D(E_{1,\ldots,i-1})$ is one of $\{a, b, c, \emptyset\}$. Given the event $E$, $\phi_\delta(E)$ is the last action applied to the configuration. For any event $E = \{S, F\}$, we require that

$$\delta(E) := \sum_i \phi_\delta(E_{1,\ldots,i}) \leq (-N + 1, 1)$$

Figure 5.12: The configuration space of the $R = 2$ razor model is $\mathbb{N}_0 \times \mathbb{N}_0$. Only the three actions $a, b$ and $c$ are available to reach the final configurations (exactly one EPR pair, one GHZ state, or no chain at all), starting from the initial configuration that consists of $N$ EPR pairs.
which implies in particular that the same bound holds for $\langle \delta \rangle$. Define $a(E)$ to be the number of times the strategy will have decided to apply rule “a” in the chain of events $\{E_1, \ldots, i \mid i = 1, \ldots, |E|\}$ leading up to $E$. Formally

$$\phi_a(E_1, \ldots, i) = \begin{cases} 1, & D(E_1, \ldots, i-1) = a, \\ 0, & \text{else}, \end{cases}$$

(5.73)

and $a(E) = \sum_{i=1}^{|E|} \phi_a(E_1, \ldots, i)$. Further,

$$\bar{\phi}_\delta(E_1, \ldots, i) = \phi_a(E_1, \ldots, i)\bar{a} + \cdots + \phi_c(E_1, \ldots, i)\bar{c},$$

(5.74)

where $\phi_b, \phi_c$ are defined in the obvious way. It follows that

$$\langle \delta \rangle = \langle \bar{\delta} \rangle = \langle a \rangle \bar{a} + \langle b \rangle \bar{b} + \langle c \rangle \bar{c} \leq (-N + 1, 1),$$

(5.75)

and

$$\langle T \rangle = \langle a \rangle + \langle b \rangle + \langle c \rangle.$$  

(5.76)

An analytical bound – convex optimisation program

If $\langle T \rangle$ originates from a valid strategy, it is necessarily subject to the constraints put forward in Eqn. (5.75) and (5.76). For each $N \in \mathbb{N}$, a lower bound for the minimum expected number of losses is thus given by a linear program, so a convex optimisation problem: We define

$$B := \begin{pmatrix} -2 & p_s \\ -p_s & p_s - 1 \\ 2(1 - p_s) & p_s - 2 \end{pmatrix}.$$  

(5.77)

Then, this lower bound can be derived from the optimal solution of the linear program given by

$$\text{minimise} \quad (1, 1, 1)x^T,$$

subject to

$$x B \leq (-N + 1, 1),$$

$$x \geq 0,$$

(5.78)

where the latter inequality is meant as a component-wise positivity. This is a minimisation over a vector $x \in \mathbb{R}^3$. In this way, the performance of the razor model is reduced to solving a family of convex optimisation problems. According to Lemma 21,
the solution of this linear program delivers the optimal objective value satisfying

\[ \langle T \rangle = \frac{1}{1 + (1 - p_s)^2} N - \frac{3 - p_s}{p_s(p_s - 2) + 2} \]  

(5.79)

for \( N \geq N_0(p_s) < \infty \).

**Lemma 21** (Duality for linear program). *The optimal objective values of the family of linear programs for \( N \geq N_0 = \lceil (2 + p_s)/p_s \rceil \)

\[
\begin{align*}
\text{minimise} & \quad (1, 1, 1)x^T \\
\text{subject to} & \quad xB \leq (-N + 1, 1), \\
& \quad x \geq 0,
\end{align*}
\]

are given by

\[ (1, 1, 1)x_{opt}^T = \frac{1}{1 + (1 - p_s)^2} N - \frac{3 - p_s}{p_s(p_s - 2) + 2} =: mN + n \]  

(5.81)

*Proof.* This can be shown making use of Lagrange duality for linear programs [33, 34]. The dual to the above problem, referred to as primal problem, is found to be

\[
\begin{align*}
\text{maximise} & \quad (N - 1, -1)y^T \\
\text{subject to} & \quad -yB^T \leq (1, 1, 1), \\
& \quad y \geq 0.
\end{align*}
\]

This is a maximisation problem in \( y \in \mathbb{R}^2 \) – again a linear program. By finding – for each \( N \) – a solution of the dual problem which is assumed by the primal problem, we have hence proven optimality of the respective solution. For all \( N \), this family of solutions can be determined to be

\[ y = (m, -m - n). \]  

(5.83)

It is straightforward to show that these are solutions of the dual problem, and that the respective objective values are attained by appropriate solutions of the primal problem for \( N \geq N_0 \), *e.g.*, 

\[ x = \left( \frac{1 - p_s/2}{1 + (1 - p_s)^2} N - \frac{4 - 3p_s}{4 - 4p_s + 2p_s^2}, 0, \frac{p_s/2}{1 + (1 - p_s)^2} N - \frac{2 + p_s}{4 - 4p_s + 2p_s^2} \right). \]

(5.84)

The solutions yield the objective values stated in the lemma. \( \square \)
We subsequently highlight the consequence of this proof: we find the bound to the quality of the globally optimal strategy: this shows that asymptotically for $p_s = 1/2$ at least five EPR pairs have to be invested on average (see also the following section) to gain a single edge in the linear cluster state.

**Corollary 22** (Upper bound to globally optimal strategy). The quality of the optimal strategy for $N \geq \lceil (2 + p_s)/p_s \rceil$ is bounded from above by

$$Q(N) \leq \frac{6 + p_s((2 + N)p_s - 8)}{2 + (p_s - 2)p_s}. \quad (5.85)$$

In case of $p_s = 1/2$ for $N \geq 5$ this reads

$$Q(N) \leq \frac{N}{5} + 2. \quad (5.86)$$

**Increasing the razor parameter**

Of course, the same techniques may be applied with arbitrary $R > 2$. Generating the allowed $R(R + 1)/2$ actions in the razor model and solving the linear program can be done in an automatic manner using Mathematica. Within a few minutes, a desktop computer can solve the razor model up to $R = 32$, which amounts to solving a linear programs in 528 variables. As expected, the slope of the upper bound converges rather quickly: for $R \geq 16$ and $N$ sufficiently large, the quality is bounded by

$$Q(N) \leq 0.154438 N + \text{const}. \quad (5.87)$$

Together with the lower bound (5.46) the slope of the quality could be determined up to a thin region:

$$0.153336 \leq \lim_{N \to \infty} \frac{Q(N)}{N} \leq 0.154438. \quad (5.88)$$

Due to the razor bounds becoming tighter when increasing $R$, statements on the slope and offset of these linear bounds with respect to $R$ are of interest as well. Within the inspected range of $R$, the linear coefficient of $Q(N)$ can be written as $X(R, 4, 14, 26)/X(R, 5, 17, 31)$, where $X$ fulfils the recursion relation

$$X(R, X_2, X_3, X_4) = \begin{cases} X_R & \text{for } R = 2, \ldots, 4 \\ 2\alpha(R)X(R - 1, X_2, X_3, X_4) & \text{for } R > 4 \\ -X \left(\left\lfloor \frac{R - 1}{2} \right\rfloor - 1, X_2, X_3, X_4 \right) & \end{cases} \quad (5.89)$$
where \( \alpha(R) := 2^{\lceil \log_2(R+1) \rceil - \lfloor \log_2 R \rfloor} \), so \( 2 \) iff \( R+1 = 2^k \).

**Conjecture 23** (Converging upper bounds). For \( p_s = 1/2 \) a converging family of upper bounds to the quality is given for increasing razor parameter \( R \) by

\[
Q(N) = N \left( 1 - \frac{X(R, 4, 14, 26)}{X(R, 5, 17, 31)} \right) + \text{const}(R). \tag{5.90}
\]

### 5.2.7 An inverse question

Recall that, so far, we treated the problem “given some fixed number of input pairs, how long a single chain can be obtained on average?”. It is also legitimate to ask “how many input pairs are needed to produce a chain of some fixed length with (almost) unit probability of success?”. After all, we might need just a specific length for a given task. In the present section we establish that both questions are asymptotically equivalent, in the sense that bounds for either problem imply bounds for the other one.

Note that a straightforward inversion of MODESTY – and therefore most likely also of the optimal strategy – is not possible because taking more and more “smallest chains” does not amount to a finite strategy. While this “duality of bounds” was assumed implicitly in recent works it now allows to explicitly compare schemes aiming for a fixed length (Refs. [82, 38, 86, 83, 84, 85]) and starting with a fixed number of resources (Refs. [1, 2, 5]) where the actual limit of large systems is considered.

**Theorem 24** (Resources for given resulting length, upper bounds). Let \( S \) be some strategy, let

\[
\hat{Q}_S(N) \geq \alpha N + \beta \tag{5.91}
\]

be a lower bound to its outcome for some \( \alpha, \beta \in \mathbb{R} \) and all \( N \geq N_0 \). Choose an \( \varepsilon > 0 \). Then there exists a strategy \( S' \) such that, if \( S' \) acts on \( (1/\alpha + \varepsilon)L \) EPR pairs, it will output a single chain not shorter than \( L \) with probability approaching unity as \( L \to \infty \).

**Proof.** Choose a number \( b \in \mathbb{N} \). Set \( N = (1/\alpha + \varepsilon)L \). There are arbitrary large \( L \) such that \( b \) divides \( N \) and we will presently assume that \( L \) has this property. We comment on the general case in the end.

The strategy \( S' \) proceeds in two stages, labelled I and II, to be analysed in turn. Firstly, we divide the \( N \) input pairs into \( B = N/b \) blocks of size \( b \) and let \( S \) run on each of these blocks.

Denote by \( N_i \) the random variable describing the final output length of the \( i \)-th block, \( i = 1, ..., B \). The \( N_i \) are independent, identically distributed variables
satisfying \( \langle N_i \rangle \geq \alpha b + \beta \). Set \( N_I = \sum_{i=1}^{B} N_i \) (the roman I signifies that we are dealing with the expected total length after the first stage of \( S' \)). As the \( N_i \) are independent, the variance of \( N_I \) equals \( B\sigma^2 \), where \( \sigma^2 < \infty \) is the variance of any of the \( N_i \). By Chebychev’s inequality we have

\[
P \left[ |N_I - \langle N_I \rangle| \geq B^{3/4} \right] \leq \frac{\text{Var}(N_I)B^{-3/2}}{B^{3/4}}.
\]

(5.92)

In other words, the relation \( |N_I - \langle N_I \rangle| < B^{3/4} \) holds almost certainly if we let \( L \) (and hence \( B \)) go to infinity for any fixed \( b \). The same is true in particular for the weaker statement

\[
N_I \geq \langle N_I \rangle - B^{3/4} \geq B(\alpha b + \beta) - B^{3/4}.
\]

(5.94)

In the second stage, \( II \), \( S' \) builds up a single chain out of the \( B \) ones obtained before. Irrespective of how \( S' \) goes about in detail, the process will stop after at most \( B - 1 \) successful fusions. Now choose any \( \delta > 0 \). We claim that asymptotically no more than \( (1/p_s - 1 + \delta)(B - 1) \) failures will have occurred before the strategy terminates. Indeed, consider an event \( E \) of length \( (1/p_s + \delta)(B - 1) \). By the law of large numbers, \( E \) contains no fewer than \( B - 1 \) successes and not more than \( (1/p_s - 1 + \delta)(B - 1) \) failures, almost certainly as \( B \to \infty \). Hence, the final output length \( N_{II} \) fulfils

\[
P\left[ N_{II} > B(\alpha b + \beta) - B^{3/4} - 2(1/p_s - 1 + \delta)B \right] \to 1
\]

(5.95)

as \( B \to \infty \). Plugging in the definitions of \( B, N \), the r.h.s. of the estimate takes on the form

\[
L + L \left( \varepsilon \alpha + \frac{1}{b} f_1(p_s, \alpha, \beta, \delta, \varepsilon) \right) - \left( \frac{L}{b} f_2(p_s, \alpha, \varepsilon) \right)^{3/4}
\]

(5.96)

where \( f_1, f_2 \) are some (not necessarily positive) functions of the constants. By choosing the block length \( b \) large enough, we can always make the second summand positive. For large enough \( L \), the positive second term dominates the negative third one and hence \( N_{II} > L \) almost certainly as \( L \to \infty \).

Lastly consider the case where \( L \) is such that \( b \) does not divide \( N \). Choose \( L \geq b/\varepsilon \). We can decompose \( N = kb + r \) where \( r < b \) and hence \( r/L < b/L \leq \varepsilon \). Set \( \varepsilon' = \varepsilon - r/L \), which ensured to be positive for \( L \) being large enough. By construction

\[2\text{If chains are destroyed during the process, less than } B - 1 \text{ would be sufficient. However, we can get a lower bound by requiring } B - 1 \text{ successes.} \]
b divides $N' = (1/\alpha - \varepsilon')L$ and therefore already $N' < N$ input pairs are enough to build a chain of length $L$ asymptotically with certainty.

**Theorem 25** (Resources for given resulting length, lower bounds). Let

$$Q(N) \leq \alpha N + \beta$$

be some upper bound to the optimal strategy’s performance. Choose an $\varepsilon > 0$. Then there exists no strategy $S'$ such that, if $S'$ acts on $(1/\alpha - \varepsilon)L$ EPR pairs, it will output a single chain not shorter than $L$ with probability approaching unity as $L \to \infty$.

**Proof.** Assume there is such a strategy $S'$. Then

$$\lim_{N \to \infty} \frac{\tilde{Q}_{S'}(N)}{N} \geq (1/\alpha - \varepsilon)^{-1} > \alpha.$$  

Hence $\tilde{Q}_{S'}(N)$ is eventually larger than $Q(N)$, which is a contradiction.

Suppose one aims to build a linear cluster state of length $N$ with $p_s = 1/2$ fusion gates. Combining the results of the present section with the findings of Sections 5.2.5 and 5.2.6 yields that the goal is achievable with unit probability as $N \to \infty$ if more than $6.63N$ EPR pairs are available. Similarly, one will face a finite probability of failure in case there are less than $6.47N$ input chains. Both statements are valid asymptotically for large $N$.

### 5.2.8 Two-dimensional cluster states

**Preparation prescription**

We finally turn to the preparation of two-dimensional cluster states, which are the actual universal resources for cluster computation [15]. To build up a two-dimensional $n \times n$ cluster state clearly requires the consumption of $O(N^2)$ EPR pairs. That this bound can actually be met constitutes the main result of this section; previous schemes exhibited worse scalings such as $O(N^2 \log(N^2))$ [82, 83, 84]. The approach shown here is motivated by the one introduced in Ref. [38] where the action of the type-II fusion gate was introduced in the context of connecting independent cluster chains, but no general treatment of the resource scaling was given. In this class of schemes (building two-dimensional structures by connecting chains) we will identify one that can achieve an $O(N^2)$ scaling.

From our previous derivations, we already know that length-$N$ linear cluster chains can be built consuming $O(N)$ entangled pairs. Hence it suffices to prove that
linear chains with an accumulated length of $O(N^2)$ can be combined to an $N \times N$-cluster. Consequently, for the constructions to come, we will employ linear chains – as opposed to EPR pairs – as the basic building blocks.

Again, to actually connect two chains to form a two-dimensional structure, probabilistic gates from arbitrary architectures may be utilised. The following claim will hold for gates that delete a constant amount of edges from the participating chains on failure (maybe unequal for the two chains), but not splitting them (no $\sigma_z$ error outcome). In case of success it shall create cross-like structures, again deleting a certain amount of edges (see Fig. 5.13). In particular, the quadratic scaling as such is not altered by a possibly small probability of success $p_s < 1/2$.

The main problem faced is to find a preparation scheme that does not ‘tear apart’ successfully prepared intermediate states in case of a failed fusion. The challenge will be met by (a) switching from type-I to type-II fusion and (b) employing the pattern shown in Fig. 5.14.

As for linear optics fusion gates, an error outcome in the type-I gate would tear each chain apart where we tried to fuse. Hence the related type-II fusion gate [38] with a more suitable error outcome will be used. How this one actually acts is shown in Fig. 5.13.

**Linear optical type-II fusion gate**

In preparation of a fusion attempt, a “redundantly encoded” qubit with two photons (see Ref. [38]) is produced in one chain by a $\sigma_x$ measurement, which consumes two edges (giving rise to another $2N^2$ edges). Now, the type-II fusion gate creates a two-dimensional cross-like structure on success when being applied to one of the photons in the redundantly encoded qubit and one of the other chain’s qubits. In case of failure it acts like a $\sigma_x$ measurement on both qubits, therefore decreasing the number of edges by two.
the encoding level of the redundantly encoded qubit by one and deleting two edges from the other chain, leaving us with a redundantly encoded qubit there. Hence, we may apply the type-II fusion again, without any further preparation, deleting two edges on successive failures from the two chains in alternation. For convenience we assume that we lose two edges per involved chain per failure instead. This increases the overhead requirement roughly by a factor of two but allows us to forget about the asymmetry in the fusion process and also allows for different types of failure outcomes (as long as they can be corrected by local operations). Hence, in the following any resource requirements will be given in terms of double edges instead of single ones.

Similar to the type-I case, the optimal success probability can be found. Actually, this type of fusion gate should perform a Bell state measurement, hence $p_s \leq 1/2 [63]$. In fact, the gate proposed in Ref. [38] consists of the parity check, the Hadamard rotation and measurement of the second qubit (see Fig. 5.3) with two additional Hadamard gates applied before (which only map Bell states onto Bell states).

**Asymptotic resource consumption for near-deterministic cluster state preparation**

**Theorem 26** (Quadratic scaling of resource overhead). For any success probability $p_s \in (0, 1]$ of type-II fusion, an $N \times N$ cluster state can be prepared using $O(N^2)$ edges in a way such that the overall probability of success approaches unity

$$P_s(N) \rightarrow 1$$

as $N \rightarrow \infty$.

**Proof.** The aim is to prepare an $N \times N$ cluster state, starting from $N+1$ chains. For any positive integer $l$, the starting point is a collection of $N$ one-dimensional states of length $m = N + l$, and a single longer chain of length $L = ml + N - 1$, referred to subsequently as thread. In order to achieve the goal, a suitable choice for a pattern of fusion attempts is required. One such suitable “weaving pattern” is
depicted in Fig. 5.14. Here, solid lines depict cluster chains, whereas dots represent the pairs of vertices along them where fusion gates are being applied.

The objective will be to identify a function \( N \mapsto g(N) \) such that the choice \( m = g(N) \) leads to the appropriate scaling of the resources. In fact, it will turn out that a linear function is already suitable, so for an \( a > 1/p_s \) we will consider \( g(N) = aN \). The number

\[
m - N = g(N) - N = (a-1)N
\] (5.100)

quantifies the resource overhead: in case of failure, one can make use of this overhead to continue with the prescription without destroying the cluster state. If this overhead is too large, we will fail to meet the strict requirements on the scaling of the overall resource consumption. On the other hand, if it is too small, the probability of an overall failure becomes too large. Note that there is an additional overhead reflected by the choice of \( L \). This, however, is suitably chosen not to have an implication on the asymptotic scaling of the resources (it solely results in another factor of 2).

Given the above prescription, depending on \( N \), the overall probability \( P_s(N) \) of successfully preparing an \( N \times N \) cluster state can be written as

\[
P_s(N) = \pi_s(N)^N. \tag{5.101}
\]

Here,

\[
\pi_s(N) = p_s^N \sum_{k=0}^{(a-1)N} (1-p_s)^k \binom{N+k-1}{k}
\] (5.102)

is the success probability to weave a single chain of length \( aN \) into the carpet of width \( N \), with the binomial quantifying the number of ways to distribute \( k \) failures on \( N \) nodes [94]. \( p_s > 0 \) and \( 1-p_s \) are the success and failure probabilities for a fusion attempt, respectively. \( \pi_s(N) \) can be rephrased as the probability to find at least \( N \) successful outcomes in \( aN \) trials,

\[
\pi_s(N) = \sum_{k=N}^{aN} (1-p_s)^{aN-k} p_s^k \binom{aN}{k}
\] (5.103)

\[
= 1 - F(N-1, aN, p_s). \tag{5.104}
\]
$F$ denotes the cumulative distribution function of the binomial distribution,

$$F(k, n, p) = \sum_{l=0}^{k} \binom{n}{l} p^l (1 - p)^{n-l}. \quad (5.105)$$

Since $N - 1 < aN p_s$ for all $N$ as $a > 1/p_s$ is assumed – we can hence bound $\pi_s(N)$ from below by means of Hoeffding’s inequality [95] which states

$$F(k, n, p) \leq \exp \left( \frac{-2(np - k)^2}{n} \right) \quad (5.106)$$

for $k < np$, so an exponentially decaying upper bound of the tails of the cumulative distribution function. This gives rise to the lower bound

$$P_s(N) \geq \left( 1 - \exp \left( \frac{-2(aN p_s - N + 1)^2}{aN} \right) \right)^N. \quad (5.107)$$

Now, again since $a > 1/p_s$, we have that

$$\pi_s^N \geq (1 - e^{-cN})^N \quad (5.108)$$

with $c := 2(ap_s - 1)/a > 0$. Further, for any $k \in \mathbb{N}$ there exists an $N_0 \in \mathbb{N}$ such that for all $N \geq N_0$

$$(1 - e^{-cN})^N > \left( 1 - \frac{1}{kN} \right)^N. \quad (5.109)$$

Noticing

$$\lim_{N \to \infty} \left( 1 - \frac{1}{kN} \right)^N = e^{-1/k} \quad (5.110)$$

we can find for any $\varepsilon > 0$ a suitable $k$, satisfying $1 - e^{-1/k} < \varepsilon$. Therefore, for any $\varepsilon > 0$ it holds that $\lim_{N \to \infty} P_s > 1 - \varepsilon$. This ends the argument leading to the appropriate scaling.

Even within the class of quadratic resources, the appropriate choice for $a$ does have an impact: If the probability of success $p_s$ is too small for a given $a$,

$$1/p_s > a > 1, \quad (5.111)$$

then this will lead to $\lim_{N \to \infty} P_s(N) = 0$. The preparation of the cluster will eventually fail, asymptotically with certainty. This sudden change of the asymptotic behaviour of the resource requirements, leading essentially to either almost unit or almost vanishing success probability is a simple threshold phenomenon as in perco-
Figure 5.15: Overhead \((a - 1)N\) in the weaving process with elementary probability \(p_s = 1/3, 1/2, 2/3\) to succeed for cluster size \(N\) with a probability of at least \(P_s = 19/20\) (Eqn. (5.107) solved for \(a\)). In addition to the upper bounds, exact values (Eqn. (5.103)) for \(p_s = 1/2\) are given.

This number \(a\) essentially dictates the coefficient in front of the quadratic behaviour in the scaling of the resource requirements. Summing up all the terms mentioned above, an upper bound for the pre-factor in front of the quadratic term reads

\[
4 + 2 \left( \frac{1}{p_s} - 1 \right). \tag{5.112}
\]

See Figs. 5.15 and 5.16 for the required overhead in the finite case. For \(p_s = 1/2\) this amounts to 9 edges per site in the two-dimensional cluster to ensure success certainty in the limit of \(N \rightarrow \infty\).

This pre-factor can possibly still be improved. For example, one may aim at not preparing a two-dimensional cluster state, but a state that is equivalent to such a state, up to local unitary rotations. Specifically, one could aim at preparing a graph state that is equivalent to a cluster up to local Clifford operations. The orbit under such local Clifford operations is reflected on the level of graphs by the orbit under \(local\ complementations\) [76, 77]. Ref. [96] already exploits such local complementations to prepare two-dimensional structures. It would be interesting to see whether a systematic exploration of these tools gives rise to a significant improvement of the above pre-factor in the optimal quadratic scaling.

To give some intuition on the scaling behaviour, the crucial difference to other schemes is the recycling of overhead: When adapting the number of arms when using stars [84] – or the length of the arms when using crosses [83] – as the ingredients, these quantities determine the available overhead (and therefore the maximum number of failures) per site. This buffer is available only locally and unused overhead...
Figure 5.16: Overhead \((a - 1)N\) that is needed for the weaving process to succeed for a fixed cluster size \(N = 100, 300\) with a probability of at least \(P_s(N) = 19/20\). For comparison with the upper bounds, exact values are given for \(N = 100\) as well.

cannot be carried over to other sites. In contrast, our scheme minimises the number of buffers \((N + 1)\) chains with overhead), and unused buffer can be reused in later steps by drawing in the thread.

5.3 Renormalisation and percolation: Banning re-routing

So far, we were allowing for arbitrary re-shuffling of qubits, potentially depending on results of all probabilistic gates employed before. Tolerating such extensive dynamics results in the need for

- good photon storage,
- fast read-out, classical post-processing and switching, and
- interferometric stability between all possible paths the photons could take.

Further, how to split the state preparation into smaller sub-tasks without sacrificing the scalability is not obvious.

Although feed-forward on a single qubit has already been demonstrated in the lab [97, 98], these requirements pose a major threat to such a scheme not only in the light of today’s experimental situation, but also with respect to its feasibility in general.

However, all these restrictions can be overcome or at least lifted significantly by a static procedure which only allows for nearest-neighbour\(^3\) interactions, as will be shown in this section [3, 6]. More precisely, the improvements offered by this scheme are:

\(^3\)Here, the term “neighbour” refers to neighbourhood on the graph defining the cluster state, rather than spatial dimensions.
 Photon storage is only needed to the same extend as it is required in cluster computing anyway. Depending on the actual algorithm to be run after the preparation stage, the time-complexity of the measurement pattern is fixed. By postponing all single-qubit measurements to the computation step, only a constant amount of time is needed for the initial application of entangling operations.

- Fast read-out is still required during the computation stage to adapt future measurement bases. However, no path switching has to be done anymore. In the preparation stage only a constant amount of time has to be reserved for the read-out of detectors in the fusion gates. Efficient classical algorithms for determining the subsequent measurement patterns (which will be combined with the computation) will be shown later.

- Optical paths only have to be stabilised to the extent that the initial entangling operations can be performed between neighbours. Further multi-qubit operations are not needed, and therefore no further interferometric stability when sticking to suitable encoding (i.e., dual-rail encoded qubits in polarisation).

Due to the intrinsically probabilistic behaviour of the entangling gates, such a procedure has to be robust against holes in the cluster (i.e., missing edges in the graph where the gates failed). We can achieve this by partitioning the lattice into...
blocks, each of which is entangled in such a way as to allow for these blocks to be used as renormalised qubits. Such a high tolerance against loss of bonds is ensured by percolation theory when using gate probabilities above the percolation threshold of the underlying lattice. The central insight from percolation theory is that for every lattice there exists a finite critical probability (percolation threshold) $p^{(c)}$ such that if the edges exist with a probability $p > p^{(c)}$, there exist paths connecting the faces of the lattice almost with certainty in the limit of a large lattice.

A similar effect occurs in many-body systems such as optical lattices where nearest-neighbour interactions are inherent and the entangling operations work deterministically [79]. Yet, Mott hole defects – where sites are left unoccupied in a random fashion – lead to similar defects. Although this situation is described by site percolation, rather than bond percolation as in the case of probabilistic gates, the bounds presented below can be derived in a similar way (see also Ref. [99] for an application of bond percolation for cluster state preparation). Similar to bond percolation, a threshold exists here as well. For illustration purposes this is shown in Fig. 5.17.

### 5.3.1 Percolation in a nutshell

To make the central results of percolation theory we are going to use more accessible, let us write down the basic quantities in a more formal way. The first structure one has to introduce is the lattice. The most common one is the square lattice in two dimensions, or more generally, the hyper-cubic lattice in $d$ dimensions. It can be represented as the undirected graph $G = (V, E)$ with vertex set $V = \mathbb{Z}^d$ and edges $e = \langle x, y \rangle$ between pairs of points $x, y \in \mathbb{Z}^d$ where $\delta(x, y) = 1$. Here,

$$\delta(x, y) = \sum_{i=1}^{d} |x_i - y_i|$$

is the distance between the points $x$ and $y$ on the lattice.

Now, we call each site (bond) open with probability $p_{\text{site}}$ ($p_{\text{bond}}$) and closed otherwise. The special case $p_{\text{site}} = 1$ ($p_{\text{bond}} = 1$) will be called bond (site) percolation, the general case will be called mixed percolation with $p = (p_{\text{site}}, p_{\text{bond}})$. Examples of bond, site and mixed percolation on $\mathbb{Z}^2$ are shown in Fig. 5.18.

We use the usual graph-theoretic notion of a path [100], which is an alternating sequence $x_0, e_0, \ldots, e_{n-1}, x_n$ of distinct vertices $x_i$ and edges $e_i = \langle x_i, x_{i+1} \rangle$. A path is open (closed) iff all of its sites and edges are open (closed). We write $x \leftrightarrow y$ iff there exists an open path connecting $x$ and $y$. Further, $C(x)$ is the open cluster at
Fig. 5.18: Bond, site, and mixed percolation on the square lattice. Open (closed) sites are symbolised by black (white) circles, open (closed) bonds by solid (dashed) lines.

$x$ which is a sub-graph with the set of vertices given by $V_C = \{ y \in V : x \leftrightarrow y \}$ and the set of edges given by the open edges between these vertices. The size $|C|$ of an open cluster $C$ is defined by the number of sites it contains, $|C| := |V_C|$.

With the so called percolation probability

$$\theta(p) := P_p(|C(0)| = \infty)$$

(5.114)

an important phenomenon can be investigated: for every regular lattice there exists a threshold below which there exist only open clusters of finite size. Above threshold, however, the probability of existence of infinite open clusters is strictly larger than zero. This threshold is characterised by the critical probabilities $p^{(c)} = (p^{(c)}_{\text{site}}, p^{(c)}_{\text{bond}})$:

$$\theta(p) \begin{cases} = 0 & , p < p^{(c)} \\ > 0 & , p > p^{(c)} \end{cases}$$

(5.115)

where the inequalities are meant component-wise$^4$. Table 5.2 shows some examples of critical probabilities for a choice of common lattices.

This property implies probabilities of various events when scaling the size of the lattice for given probabilities above threshold. In the following we will only consider bond percolation and unless stated otherwise will use $p := p^{(c)}_{\text{bond}}$. Please note, however, that the results can be translated into the site-percolation setting as well in a straightforward manner as was already shown in Ref. [99].

5.3.2 Renormalisation

The goal of this section will be to show how to generate a cluster state of a given size with probabilistic entangling gates (succeeding with probability $p$) almost certainly

$^4$Note, that $p^{(c)}_{\text{site}}$ and $p^{(c)}_{\text{bond}}$ are not independent.
with the help of bond percolation. The lattice (we will use a hyper-cubic one in $d$ dimensions) will be divided into blocks which will be reduced later by means of single qubit measurements to single qubits, thus “renormalising” the lattice (which will be square in 2 dimensions) in a physical sense, rather than a purely mathematical trick. Whenever a block contains a crossing open cluster that connects the block’s four faces (in the first two dimensions), we will refer to this crossing cluster as a renormalised qubit. If the crossing clusters of two neighbouring blocks actually touch each other (i.e., there exists an open path between two vertices – one of the first and the second renormalised qubits each – that lies completely within the union of the two respective blocks), then the reduction of the blocks to single qubits will yield a renormalised bond between these qubits. How this reduction actually works is the scope of the following sections. Now, we are looking for the probability $P_p(U(N,k))$ of the event $U(N,k)$ to occur. $U(N,k)$ denotes the event that the renormalised square lattice of size $N \times N$ with hyper-cubic blocks of size $k \times d$ is fully occupied and connected. Given a dependence of the block size on the lattice size, $k(N)$, we will use the abbreviation $P_p(N) := P_p(U(N,k(N)))$.

The result is more precisely phrased as follows:

**Theorem 27** (Resource consumption without re-routing). Let $p > p^{(c)}_d$ and $d \geq 2$ be the dimension of a hyper-cubic lattice. Then for any $\mu > 0$, the probability $P_p(N)$ of having an $N \times N$ renormalised cubic lattice fulfills

$$\lim_{N \to \infty} P_p(N) = 1 \quad (5.116)$$
with an overall resource consumption of $R(N) = O(N^{2+\mu})$.

Here, $p_d^{(c)}$ denotes the percolation threshold of the $d$-dimensional hyper-cubic lattice. $R$ is used to refer to the number of initial resources, so the constituents that are placed on each lattice site with the ability of “growing” connections to their neighbours in a probabilistic manner. Note, that the dimension $d$ can always be chosen such that the bond generation processes at hand ($p > 0$) operate in a regime that allows for percolation\(^5\) ($p > p_d^{(c)}$).

Also, in the special case of the two-dimensional square lattice (and the gates succeeding with $p > 1/2$), algorithms can be found that allow for the optimal scaling of $R(N) = O(N^2)$ [99].

Proof. ($d \geq 3$) In the case of dimensions $d > 2$, in contrast to $d = 2$, crossing paths in different directions not necessarily intersect. Nevertheless, this approach is often favourable due to the higher percolation threshold in higher dimensions. Let us fix $N \in \mathbb{N}$ and take

$$U := [1, 2kN]^2 \times [1, 2k]^{d-2} \subset \mathbb{Z}^d$$

for some $k \in \mathbb{N}$. This slab can be divided into $N^2$ disjoint hypercubes with an edge length of $2k$. With $A_y(k)$, $y = (y_1, y_2) \in [2, 2N]^2$ we denote the $(2k)^d$ hypercube starting at $((y_1 - 2)k + 1, (y_2 - 2)k + 1, 1, \ldots, 1)$. For $y = 2x$ with

$$x \in M = [1, N]^2,$$

these hypercubes $A_y(k)$ are the disjoint blocks mentioned earlier, and $M$ plays the role of the renormalised square lattice.

Furthermore, we will use the overlap between adjacent blocks in the first direction,

$$B_y(k) = A_y(k) \cap A_{(y_1+1,y_2)}(k)$$

for $y_1 = 2, \ldots, 2N - 1$, and the union of disjoint neighbouring blocks in the second direction, $C_z(k) = A_z(k) \cap A_{(z_1,z_2+2)}(k)$ for $z_2 = 2, 4, \ldots, 2(N - 1)$.

On these blocks we will define a series of events as follows:

- $\mathcal{A}_y(k)$: There exists an open crossing cluster in $A_y(k)$ in the first dimension (later referred to as open left-to-right crossing cluster), so an open path containing open vertices $a$ and $b$ with $a_1 = (y_1 - 2)k + 1$, $b_1 = y_1 k$. For $p > p_d^{(c)}$

---

\(^5\) This can be explained intuitively as follows: By increasing the dimension, the vertex degree of the lattice will increase as well. Having more connections, in turn, leads to an improved robustness against bond loss, so a lower critical probability.
there exists a constant \( g > 0 \), which only depends on \( p \), such that \[ P_p(\mathfrak{A}_y(k)) \geq 1 - \exp(-gk^2). \tag{5.120} \]

- \( \mathfrak{B}_y(k) \): The number of open left-to-right crossing clusters in \( B_y(k) \) (see Fig. 5.19) does not exceed 1. It is shown in Ref. \[103\] that for \( p > p_d^{(c)} \), there exist constants \( a, c > 0 \), only dependent on \( p \), such that the probability of \( \mathfrak{B}_y(k) \) occurring satisfies

\[
P_p(\mathfrak{B}_y(k)) \geq 1 - (2k)^{2d} a \exp(-ck). \tag{5.121} \]

- \( \mathfrak{D}_z(k) \) with \( z_1 = 3, 5, \ldots, 2N - 1 \), \( z_2 = 2, 4, \ldots, 2N \) shall be the event that there exist open left-to-right crossing clusters in both blocks, \( \mathfrak{A}_{(z_1-1,z_2)}(k) \) and \( \mathfrak{A}_{(z_1+1,z_2)}(k) \), and that these two clusters are actually connected. Consequently, there exists an open left-to-right crossing cluster in \( A_{(z_1-1,z_2)}(k) \cup A_{(z_1+1,z_2)}(k) \). In terms of the events defined above, \( \mathfrak{D}_z(k) \) can be constructed in the following way: Given there exist open left-to-right crossing clusters in the three blocks \( A_{(z_1+i,z_2)}(k) \) with \( i = 0, \pm 1 \) (the events \( \mathfrak{A}_{(z_1-1,z_2)}(k) \) and \( \mathfrak{A}_{(z_1+1,z_2)}(k) \) happen), but at most one in the overlaps \( B_{(z_1-1,z_2)}(k) \) and \( B_{(z_1,z_2)}(k) \) (occurrence of \( \mathfrak{B}_{(z_1-1,z_2)}(k) \) and \( \mathfrak{B}_{(z_1,z_2)}(k) \)). Then, the crossing clusters in \( A_{(z_1+i,z_2)}(k) \) have to be connected.
The events $\mathcal{A}_y(k)$ and $\mathcal{B}_y(k)$ are increasing events, which allows for the application of

**Lemma 28** (FKG inequality [104]). Let $\mathcal{X}$ and $\mathcal{Y}$ be increasing events. Then

$$P_p(\mathcal{X} \cap \mathcal{Y}) \geq P_p(\mathcal{X})P(\mathcal{Y}).$$  \hfill (5.122)

This results in an upper bound for $P_p(\mathcal{D}_y(k))$, with

$$\mathcal{D}_y(k) = \left( \bigcap_{a=0, \pm 1} \mathcal{A}_{(y_1+a,y_2)}(k) \right) \cap \mathcal{B}_{(y_1-1,y_2)}(k) \cap \mathcal{B}_{(y_1,y_2)}.$$ \hfill (5.123)

- $\mathcal{E}_z(k)$: The next event we need is the one that “connects” two blocks in the second dimension, similar to $\mathcal{B}_y(k)$ in the first direction. Let $\mathcal{E}_z(k)$ be the event that there exist at most one open left-to-right crossing cluster in $C_z(k)$. In order to apply the arguments of Ref. [103], we extend the blocks in the last $d-2$ dimensions by another $2k$. The probability of $\mathcal{E}_z(k)$ occurring is bounded by

$$P_p(\mathcal{E}_z(k)) \geq 1 - (4k)^{2d}a \exp(-2ck).$$ \hfill (5.124)

- The last event we will define here, $\mathcal{F}_z(k)$, is that of having an open left-to-right crossing clusters in both, $A_{(z_1,z_2)}(k)$ and $A_{(z_1,z_2+2)}(k)$, but at most one in $C_z(k) = A_{(z_1,z_2)}(k) \cup A_{(z_1,z_2+2)}(k)$ (see Fig. 5.20). That means, again, that there is actually one left-to-right crossing cluster in $C_z(k)$, but it connects the left and right faces of $A_{(z_1,z_2)}(k)$ and $A_{(z_1,z_2+2)}(k)$ simultaneously. Similar to $P_p(\mathcal{D}_z(k))$, by using the FKG inequality we can construct an upper bound to the probability of occurrence of $\mathcal{F}_z(k) = \mathcal{A}_{(z_1,z_2)}(k) \cap \mathcal{A}_{(z_1,z_2+2)}(k) \cap \mathcal{E}_z(k)$.

Having all these events at our disposal, the goal of realising a fully renormalised lattice can be formulated quite easily: we are looking for a simultaneous occurrence of $\mathcal{D}_z(k)$ and $\mathcal{F}_z(k)$ for a suitable set of $z = (z_1, z_2)$, so

$$\mathcal{U}(N, k) = \left( \bigcap_{z_1=3,5, \ldots, 2N-1} \mathcal{D}_z(k) \right) \cap \left( \bigcap_{z_1=2,4, \ldots, 2N} \mathcal{F}_z(k) \right).$$ \hfill (5.125)

By subsequent application of the FKG inequality as explained above, we can express an upper bound to the probability of $\mathcal{U}(N, k)$ occurring in terms of the probabilities

\footnote{Let $\chi(\mathcal{A}_p)$ denote the characteristic function of the event $\mathcal{A}$ for an elementary probability $p$. An increasing event $\mathcal{A}$ is one that satisfies $|\chi(\mathcal{A}_p)| \leq |\chi(\mathcal{A}_{p'})|$ if $p \leq p'$.}
of the former events:

$$P_p(U(N,k)) \geq \prod_{y_1=2,3,...,2N} P_p(\mathfrak{A}_y(k)) \prod_{y_2=2,4,...,2N} P_p(\mathfrak{B}_y(k)) \times \prod_{y_1=2,4,...,2N} P_p(\mathfrak{E}_y(k))$$

$$\geq (1 - \exp(-gk^2))^{2N^2-N} \times ((1 - (2k)^{2d}a \exp(-ck))^2(1 - (4k)^{2d} \exp(-c2k)))^{N(N-1)}. \quad (5.126)$$

Now, we will have to find the block size scaling $k(N)$ such that this probability is approaching unity for large $N$. Moreover, we are looking for a “good” scaling, in the sense that the overall resource scaling $N^2k(N)^d$ does not differ too much from the optimal $O(N^2)$. In order to invert (5.126), so to find the best $k(N)$ consistent with this approach we, however, still need to relax the problem to some extent. By using the slowest increasing term in (5.126) we can bound the expression from above. There exists an integer $k_0$ such that

$$P_p(U(N,k)) \geq (1 - (2k)^{2d}a \exp(-ck))^{5N^2} \quad (5.127)$$

for all $k \geq k_0$. Let us now use the ansatz $k = \lceil N^\varepsilon \rceil$, for some $\varepsilon > 0$.

For any $x \in \mathbb{N}$ there exists a $N_0 \in \mathbb{N}$ such that for all $N \geq N_0$

$$1 - A(2N^\varepsilon)^{2d} \exp(-cN^\varepsilon) \geq 1 - 1/(xN^2). \quad (5.128)$$

Further,

$$\lim_{N \to \infty} (1 - 1/(xN^2))^{5N^2} = e^{-5/x} \quad (5.129)$$

and for every $\varepsilon > 0$ we can find an $x$ such that $1 - e^{-5/x} < 1 - \varepsilon$.

Therefore, the chosen dependence of $k$ on $N$ is sufficient to achieve a success probability within a chosen $\varepsilon$ around 1, getting arbitrary close in the limit of large $N$:

$$\lim_{N \to \infty} P_p(U(N,k(N))) = 1. \quad (5.130)$$

Combining this with the number of blocks used ($N^2$) induces a resource scaling of $R(N) = O(N^{2+d\varepsilon})$.

$(d = 2)$ In the two-dimensional case the connection between paths in the two directions is, of course, not an issue – whenever a block $A_y$ is crossed in both directions,
these two crossing paths necessarily intersect. The events needed in this case are the following:

- $\mathcal{E}_{i,r}$: The rectangle $C_{i,r} = \bigcup_{y: y_r = i} A_y$ is crossed in the $r$-th dimension. Here, $C_{i,r}$ is the $i$-th row or $i$-th column in case of $r = 1$ or $r = 2$, respectively. The probability for such an event to happen satisfies [100]

$$P_p(\mathcal{E}_{i,r}) \geq 1 - skN \exp(-tk),$$

with $s, t > 0$.

Again, the $\mathcal{E}_{i,r}$ are increasing events, so the probability of simultaneous crossings in all rows and columns,

$$\mathcal{U} = \bigcap_{i=1, \ldots, N} \bigcap_{r=1,2} \mathcal{E}_{i,r},$$

satisfies

$$P_p(\mathcal{U})(N,k) \geq (1 - skN \exp(-tk))^{2N}.$$

Now, the choice of $k = \lceil N^\epsilon \rceil$ can be used again, together with the last steps for the case $d > 2$. Thus, in the two-dimensional case a resource scaling of $R(N) = O(N^{2+de})$ holds as well.

Although the proof was explicitly stated in terms of bond percolation, a reasoning along these lines will hold as well for site percolation or mixed site/bond percolation, as long as the probabilities in question are above the respective threshold.

### 5.3.3 Path identification

For the cluster state to be of any use in quantum computing, the number of resources required to simulate a given quantum circuit has to depend polynomially (such that efficient simulations of the circuit model are possible) on the size of the circuit. As the size $N$ of the cluster state required to implement a given circuit has a polynomial dependence on the circuit’s size [15], Theorem 27 already provides a suitable scaling in the number of qubits required.

Still, the amount of time and classical memory required to implement a given computation has to obey a well-tempered scaling as well. The “quantum part” (i.e., the number of subsequent measurements in the preparation- and in the computing stage) only requires $O(1)$ time steps for preparation of the initial pieces and a single step for all the simultaneous entangling operations. Many of the measurements used
to reduce the percolated lattice to the renormalised one and perform the computation can be applied in parallel, but an upper bound is given by $R(N)$.

The classical amount of memory, of course, starts with $R(N)$ to store all gate outcomes (and therefore the percolated graph). In the following, the scaling of classical resources will be analysed in more detail.

**Crossing clusters**

For identification of the crossing clusters within the blocks, cluster finding algorithms such as the Hoshen-Kopelman-algorithm [105] can be employed. Out of the box this would require $O(k^{d-1})$ of classical memory and $O(kN^2)$ time steps. If there exists more than one crossing cluster (which is as of (5.124) highly improbable), only a single one (e.g., the one with the largest surface) will be chosen for the subsequent procedure.

**Connecting the blocks**

A “mid-qubit” which is a member of a crossing cluster near the centre of the block will be chosen ($R(N)$ time-steps) in every block. Let us define an open path on $G = (V,E)$ between $a_1, a_{n+1} \in V$ by $\mathcal{P}(a_1, a_{n+1}) = \{(a_1, a_2), (a_2, a_3), \ldots, (a_n, a_{n+1})\}$ with $(a_i, a_i + 1) \in E, i = 1, \ldots, n$, and its length by $|\mathcal{P}(a_1, a_{n+1})| = n$. Because we are using undirected graphs, $(a,b) = (b,a)$ and there is a corresponding path from $b$ to $a$ for each path from $a$ to $b$. Open paths between the mid-qubits of all pairs of neighbouring blocks are identified using a breadth-first-search (BFS) algorithm [106] ($R(N)$ time and memory complexity).

To prevent loops from being present in the paths in the first place, the following procedure is employed:

1. Using BFS on the crossing clusters starting from the mid-qubits and constrained to the respective block, each site is labelled with the length of the shortest path to the mid-qubit in this block. By going in the direction of decreasing length, the shortest path $\mathcal{P}(s, m(x))$ to a block’s $x$ mid-qubit $m(x)$ can be found within its block, starting from any site $s \in x$.

2. The facing boundaries of all pairs of neighbouring blocks $(x_1, x_2)$ are searched for the pair of sites $(s_1, s_2)$ – one in each block – with the least sum of their distances $|\mathcal{P}(s_1, m_1)| + |\mathcal{P}(s_2, m_2)|$ from their respective mid-qubits $m_1$ and $m_2$, and the bond $(s_1, s_2)$ between them being open.
3. With the composite path $P(m_1, s_1) \cup (s_1, s_2) \cup P(s_2, m_2)$ a loop-free connection between $m_1$ and $m_2$ is found. Although paths from the mid-qubits to different neighbours might have sub-paths in common, there will be no loops inside a block due to starting always with the same site and the same algorithm (thus delivering a unique path to a common vertex) for all paths to the boundaries in a given block.

5.3.4 Reduction to a renormalised lattice

Instead of renormalising to the whole square lattice which would require to identify cross-like junctions within the blocks, the procedure will renormalise to a hexagonal lattice where only T-junctions are required. Of course, it will be embedded in the square lattice geometry in the obvious way. A square lattice would involve crosses, the construction of which is not obvious when T-junctions have been found and only local measurements are used for reduction. There are, however, easy ways to turn the whole lattice into a square one by using local measurements afterwards [107].

The procedure to cut out parts of the cluster and yanking paths straight involves single qubit measurements of the Pauli operators $\sigma_x$ and $\sigma_y$, respectively. One can store the by-product for each remaining qubit (a memory requirement of $O(1)$ per qubit) and adjust the bases of the subsequent measurements accordingly. Because each qubit will be measured out by the end of the computation, it is sufficient to use this approach for the compensation of random measurement results.

The first application is to isolate the paths and eliminate the spare sites and dangling ends towards the mid-qubits. This is achieved by cutting out all unneeded sites using measurements of the respective qubits in the $\sigma_z$ basis.

Now one is left with a hexagonal lattice where each edge possibly consists of a long path and each site might consist of a triangular structure in the worst case (depending on the type of lattice used, also the wanted single-qubit sites are possible). The triangles can be destroyed by suitable $\sigma_y$-measurements, as shown in Fig. 5.21. After that, only single-qubit junctions are left, the paths between which can be shrunken by subsequent applications of $\sigma_y$-measurements to a single edge.

When summing up all these contributions we realise that both – the amount of classical memory and the number of time-steps – are bounded by $R(N)$ as well.

It should be pointed out that one obstacle in one-way quantum computation is to keep the whole state in memory. Having fixed the algorithm in advance, the required state size is known and therefore also the block size for a fixed allowed overall error rate. Therefore, to grow individual blocks and reduce them to single
5.3.5 Practical considerations – decreasing the vertex degree

Choosing the appropriate lattice

To actually utilise the protocols based on percolation theory, the initial resources (i.e., the stars sitting on the lattice sites) should be as small as possible. As it is more difficult to prepare larger states (this is the problem to be solved in the first place), the lattice with the lowest vertex degree for which \( p_{\text{success}} > p(\text{c}) \) is still fulfilled will be the most favourable one.

Again, results known in percolation theory but also specifics of the physical implementation can be used to decrease the vertex degree of the initial states. First, using star resources (states corresponding to star graphs – one central vertex with a couple of “arm” vertices, each of which is connected solely to the central one), one would have to look for the lattice with the smallest vertex degree that is still compatible with the bond probabilities at hand. It is not necessary to stay in two dimensions, as the blocking procedure can use higher dimensional lattices and renormalise them to two-dimensional square lattices.

For example, in the case mentioned above, the smallest vertex degree compatible with \( p_{\text{success}} = 1/2 \) is four, realised by the diamond lattice with \( p_0(\text{c}) \approx 0.389 \). That translates into five-qubit initial states. To see that the procedure still works
Figure 5.22: Results of Monte Carlo simulations to determine the scaling behavior of the renormalisation procedure on the diamond lattice. The dependence of the diamond lattice’s block size $k \times k \times k$ on the size $N \times N$ of the renormalised square lattice is shown for three different sets of site- and bond probabilities $(p_s, p_b)$. The threshold for the probability of $\Omega$ occurring was chosen to be $1/2$. $10^5$ blocks of each size were created and used to randomly populate each lattice size $10^3$ times.

for lattices different from cubic, especially the diamond lattice, see the results of numerical simulations in Fig. 5.22.

Besides via the possible vertex degrees, the elementary success probabilities also influences the resource consumption by its distance to the percolation threshold. For exact statements on the required block size, the trade-off between the size of the resource states and the pre-factor of the $N^{2+\mu}$-term has to be considered. Fig. 5.23 shows the $k(p)$ dependence for the square lattice (vertex degree $\nu = 4$) with sites being occupied probabilistically and the cubic lattice ($\nu = 6$) with probabilistic edges. Especially increasing probabilities near the threshold results in a significant decrease of the block size. This decay happens to be more pronounced for lattices with higher vertex degree.

Covering lattice

If the entangling operations at hand have the property that one of the qubits survives (like the probabilistic parity check, the following property of bond percolation can further reduce the size of the initial pieces. So far the sites of the lattice were occupied by single qubits and the bonds were given by edges in the underlying entanglement graph. If one qubit is left by the entangling operation acting on the stars’ arms, we will not think of this one as being a site itself, but rather belonging to the bond between its neighbouring sites.

Having such a graph state (of which exact lattice type does not matter), we can measure the central qubit $a$ of an initial star (the green one in Fig. 5.24) in the $\sigma_y$-basis. Given the specific structure we have at hand, this operation actually
Figure 5.23: Dependence of the block size $k$ on the site occupation probability $p$ to achieve a fixed overall probability (here $P_p(N) \geq 1/2$) with a fixed lattice size ($N = 3, 10, 100$), obtained from Monte Carlo simulations. For the data on the left side, bond percolation on the three-dimensional cubic lattice ($p^{(c)} \approx 0.249$) was simulated. Each block was realised $10^5$ times and each lattice $10^3$ times for every combination of $k$ and $p$ displayed. The right side shows the respective graph for site percolation on a square lattice ($p^{(c)} \approx 0.592$) with $5 \cdot 10^5$ block samples and $5 \cdot 10^3$ lattice samples. Apart from a lower threshold for the lattice with higher vertex degree, the decay is steeper.

performs a transformation from the lattice type we had before to its covering lattice: now think of the qubits that were sitting on the bonds as proper sites. The old sites have disappeared (they have been measured out) and the new ones are connected to all the new sites that were in the same neighbourhood of an old site (local complementation).

Intuitively, the covering lattice has the same connectivity properties as the original lattice before. Paths through a star between two arms are existent iff the star was present and the two entangling operations involving these arms were successful. The same holds on the covering lattice. This property is reflected by the equation $p^{(c)}_{G_c,b} = p^{(c)}_{G_c,s}$, so bond percolation on the original lattice induces site percolation on the covering one.

As the local complementation inside the stars commute with the entanglement operation between them, the central qubit might be neglected from the very start (see Fig. 5.24). Therefore, one further qubit can be saved by starting with the fully connected graph state (locally equivalent to the GHZ state) that consists of one qubit less than the corresponding star. In case of the diamond lattice, the covering lattice (pyrochlore lattice) can be built using four-qubit GHZ states (tetrahedral states).
When success probabilities in the regime \( p_{\text{success}}^{(c)} = 0.653 < p_{\text{success}} < 1 \) are available, the minimum sized resource – a four-qubit state (which amounts to three qubits on the covering lattice) – can be utilised to build a hexagonal lattice.

Further methods to reduce the amount of conditional dynamics in linear optical quantum computing

Surely, if the scheme requires large initial stars, they can be prepared with the same tools probabilistically, starting from smaller stars. For a fair assessment, however, the constraints that led to the percolation scheme in the first place have to be imposed here as well, that is, the restriction to a static setup. Whether composite stars can be used in a static layout now depends on how the entangling gates work in detail, i.e., what the failure outcomes are. That is of interest due to the fact that in general a failure in the star preparation step would require back-up steps that do not allow for subsequent application of further entangling gates without re-routing. A type of gates with suitable properties is the one that acts as a \( \sigma_z \)-measurement on both qubits on failure. For example, parity check based gates in linear optics offer this feature.

That this behaviour might actually bring some benefit is shown by the following example (see Fig. 5.25). Two instances of such an entangling gate are applied to a pair of five-qubit stars, one to a pair of arms and one to the central qubits. On success of the “arm” fusion gates, the two stars are connected by a two-edge chain. The middle qubit of this chain (green) will be measured out in the \( \sigma_x \)-basis, leaving
Figure 5.25: A pair of five-qubit stars (stars with four arms and one central qubit) can be used to create a single seven-qubit star with a probability of $p_{\text{success}} = 1 - (1 - p_{\text{gate}})^2$. With $p_{\text{failure}} = (1 - p_{\text{gate}})^2$ the six arm qubits are separated from each other.

the two centres merged in a redundantly encoded qubit which now constitutes the centre of a star with six arms. A second application of such a gate on the two qubits of the new centre will always succeed due to the fact that locally they sit in the symmetric subspace, and will reduce the level of redundancy encoding in the centre qubit by one.

If, however, the first gate operation failed, the two arms the gate was acting on will be cut off as a consequence of the $\sigma_z$ failure outcome. The $\sigma_x$-measurement now acts on one part of a product state, leaving the other part – the two stars – unchanged. Now, a second attempt is possible by application of the entangling gate to the centre qubits. The success outcome is a six-arm star as well. On failure, however, the centres will be cut off, leaving the six qubits in the product state $|+\rangle \otimes 6$.

The failure outcome is the result of two consecutive failures of these entangling gates, which means for the success probability of site creation $p_{\text{success}} = 1 - (1 - p_{\text{gate}})^2$, which amounts to $p_{\text{success}} = 3/4$ in the case of the linear optics gate mentioned earlier.

All these operations do not need any classical post-processing or re-routing. Therefore, this scheme is suitable to be used in the static state production procedures introduced above. Because the centre qubits are simply cut off when a failure occurs, this procedure and the bond percolation involving the arms are completely independent. So, both processes together can be modelled as a mixed site/bond percolation with the site probability being $p_s = p_{\text{success}}$. 

LOQC – construction of small networks and asymptotic scaling
As long as the bond probability and the initial state preparation (site-) probability are above the percolation threshold of the respective lattice, this scheme might be useful to further reduce the size of the initial star shaped quantum states.

### 5.3.6 Loss tolerance

Although the primary concern of this chapter was to show how to effectively remove active feed-forward and to deal with probabilistic gates by using tools from percolation theory, we briefly address the role of further imperfections in such a setting. To start with, *heralded losses* – those losses for which one has a classical signal indicating its occurrence, without the need for destructively measuring them (*e.g.*, probabilistic entangling gates applied to atomic systems which might escape from the cavity) – can be accounted for by measuring out the qubits around failure sites in the $\sigma_z$-basis. This is effectively a new percolation model, albeit with correlated probabilities. Numerical investigations show that a similar reasoning as above is expected to hold, demonstrating that losses of 10% can easily be accounted for.

One type of heralded errors in linear optics is loss of the photons carrying the arm qubits. When using – instead of type-I – the type-II fusion gates (projective measurements which condition on detecting two photons), the post-selection on two detected photons during gate application allows to infer whether arm-photons where lost. Because both arm-qubits will be measured out, the covering lattice cannot be used in this setting, though.

More importantly, concerning *blind losses* such as photon loss, which are only detected by destructively measuring the central qubits, this scheme is no different than others, *i.e.*, standard techniques can make it loss tolerant, although, needless to say, with significantly more effort\(^7\). Our approach readily suggests two strategies to cope with such errors: On the one hand, by fixing the block size, one would fix the effective (non-heralded) site occupation probability. Then, schemes for fully-fledged fault-tolerant one-way computation can be used, once above the respective fault-tolerant threshold [110]. On the other hand, to suppress loss rates, specifically photon loss, it is legitimate to consider initial encodings like tree-structures [68]. They in turn can be grown probabilistically as well, still without any need for active switching. For example, a crude estimate is the following: To correct for these losses

---

\(^7\)Apart from losses, other types of imperfections would have to be handled using standard error correction techniques. Not only detectors with their low efficiencies and optical networks with mode mismatching, but even the very process of photon generation leads to errors such as slightly distinguishable wave packets (first solutions to this problem can be found in Refs. [108, 109]).
occurring with a rate of 10%, trees with branching parameters \((6, 7, 7, 1)\) \([111]\) can be used to suppress the loss to an effective rate of \(10^{-5}\). Together with blocks of the size of \(6 \times 3\) elementary diamond cells (which fail to be crossed with a probability of \(4.76 \cdot 10^{-6}\)), the overall site loss rate on the renormalised lattice lies below the \(3 \cdot 10^{-3}\) \([110]\) limit.

### 5.4 Discussion

In this chapter we investigated the question how fusion-like probabilistic gates can be employed in the process of cluster state generation in an optimal way. The first part was concerned with a rather general approach with only fixed gates and a fixed type of resources. While a vast variety of possible decisions can arise during the process, we were able to capture the essential information by rigorously taking care of the averages occurring and finding the minimum number of steps needed in a drastically trimmed version of the problem. Focusing upon the linear optics parity checks (but still valid for arbitrary gate probabilities) we were able to identify strict upper and lower bounds for the optimal solution to both – the problem where a fixed number of resources is given as well the one where the objective length of the chain is fixed. These bounds tell that the best procedure based on gates with \(p_s = 1/2\) requires a constant investment of between 6.47 and 6.53 EPR pairs per additional edge in the objective chain on average. Further, we showed how to use these tools to construct converging series of upper and lower bounds.

These results exceed the ones known so far as only finite size examples and indications to the possibility of linear growth in principle \([82, 38, 86, 83]\) were discussed before.

For the case of a two-dimensional cluster state, we supplied the first rigorous proof of the possibility of the consumption of \(O(N^2)\) EPR pairs during the construction of a cluster state of size \(N \times N\). In contrast to results known before \((O(N^2 \log(N^2)))\) \([82, 83, 84, 85]\), \(N^2\) is the optimum because new edges cannot be generated in the process.

In the second part a rather more restricted setting was considered. Motivated by experimental constraints we introduced an experimentally more feasible, but more restricted, static scheme. We showed that by lifting the requirements for conditional dynamics quite substantially (no re-routing involved anymore and only mode-matching between neighbouring sites required), still a scaling of \(O(N^{2+\mu})\) can be achieved for any strictly positive probability of the elementary gates. By analysing the amount of classical computation needed we prove the feasibility of the
scheme. Finally, the validity for a variety of lattices is exploited to minimise the initial resource states for the linear optics case (4-qubit GHZ states).
Discussion and outlook

In this thesis we have discussed topics in the field of linear optics quantum computing. While the nature of problems arising from linear optics varies a lot depending on the specific question, our approach was two-pronged to cover different aspects of the area.

On the one hand we have derived some statements on the overall scalability of linear optics in principle. We were able to show that cluster states – a possible resource for universal quantum computing – of size $n \times n$ can be generated with $O(n^2)$ EPR pairs despite the probabilistic behaviour of the linear optics quantum gates at hand. Even when refraining from active switching of optical paths – a demanding task when it comes to interferometric stability – a procedure achieving roughly the same scaling was identified. Then, for any $\mu > 0$ the number of initial ingredients (which are now GHZ states of a certain size depending on the probabilities involved) scales as $O(n^{2+\mu})$.

Due to its resistance against errors induced by probabilistic gates, this static approach also shows an intrinsic robustness against certain types of losses. Further effort could be invested to analyse the impact of other types of errors including mode mismatching and photon loss. Perhaps the robustness of percolation itself can be exploited for more general error correction as well.

On the other hand, methods for analysing specific small-scale optical networks where discussed. Applied to small problems ranging from state-production and the implementation of quantum gates to measurements they proved to be reliable tools for network construction and assessment of their performance, and might help to gain intuition on the internals of linear optics. Optimal linear transformations of the creation operators, inducing post-selected controlled phase gates have been obtained and it was tried to cast them into a form suitable for experiments. An interesting feature that was observed is the following. When decreasing the phase of the optimal controlled phase gate (also applies to gates with more than one control qubit) below $\varphi = \pi$, the probability of success does not increase monotonously. Instead, it drops to a smaller value until a steep incline brings it to the trivial case $p_s(0) = 1$. 

LOQC – construction of small networks and asymptotic scaling
Also, networks acting as generalised Toffoli gates, unambiguous Bell state discriminators, or photon number resolving detectors have been investigated with a range of counter-intuitive results. While the influence of (hard to implement) active re-routing turned out to be not that huge in that the scaling with and without does not differ much, other components of linear optics toolboxes have quite a considerable impact. The ability to change the parameters of local elements at random – which is a comparably easy experimental task – emerge as an indispensable good in state discrimination.

Further, the question of how to discriminate number states with linear optical means was settled. Until dichotomic detectors with very high efficiencies are available, cascading layouts will be the best choice.

Again, so far, only the perfect case was considered. In principle, the performance of such networks could exhibit a rather unstable behaviour when it comes to imperfections such as mode mismatching. For experimental realisations it would be helpful to have algorithms which generate networks which are “robust” and also “simple to implement”. For example, small deviations from the optimal probability of success do not carry so much weight if the experiments are simplified in turn, for example if the number of interferometers in the network is decreased.
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Some of the symbols used in this thesis are not so well known in the quantum information community or differ from conventions. This list shall provide an overview of what the symbols shall mean.

\( \delta_{i,j} \) The Kronecker symbol: equals to 1 iff \( i = j \) and 0 otherwise.

\( x \) Complex or real vector.

\( \mathbb{K}[x_1, \ldots, x_n] \) Polynomial ring over the coefficient field \( \mathbb{K} \) with variables \( x_1, \ldots, x_n \) (mainly used in Chapter 3). Elements are abstract polynomials in the \( x_i \) with coefficients from \( \mathbb{K} \).

\( a_i, a_i^{\dagger} \) Ladder operators (annihilation and creation operators) on the bosonic field mode \( i \). See also page 16.

\( a^{\dagger} \) Formal vector of creation operators on all relevant modes.

\( A, U \) Complex matrices describing linear transformations of the creation operators as introduced on page 16. \( U \) will be used to highlight when such a matrix is unitary (i.e., \( U^{\dagger} = U^{-1} \)).

\( A, U \) The operators on Hilbert space corresponding to \( A \) and \( U \), respectively.

\( p_s \) Probability of success of the network under consideration.

\( \text{diag}\{x_1, \ldots, x_n\} \) \( n \times n \) matrix with entries \( x_1, \ldots, x_n \) on its main diagonal and 0 everywhere else.

\( |\psi_{1,2,3,4}\rangle \) The four Bell-states, defined on page 62.
Bounds to singular values

In Section 3.1.7, the general process of finding the optimal success probability of a linear optics gate is shown. Constraints to the optimisation problem are given by bounds to the singular values $1 \geq \sigma_1(A) \geq \cdots \geq \sigma_n(A) \geq 0$ of the beam splitter matrix $A \in \mathbb{C}^{n \times n}$. Usually $A$ is still subject to row-wise or column-wise rescaling, $A \mapsto XAY$ with diagonal matrices $X$ and $Y$, and the constraints will become polynomial inequalities in these free parameters.

To obtain bounds to the success probability, bounds to the singular values of matrix products can be used. As supplementary material to the discussion in Section 3.1.7 we show the relations known from the literature:

- Let $A, B \in \mathbb{C}^{n \times n}$. For $r \in \mathbb{R}^+$ and any subset of singular values labelled by $1 \leq i_1 < \cdots < i_k \leq n$, the relations

$$\sum_{t=1}^{k} \sigma^r_{i_t}(AB) \geq \sum_{t=1}^{k} \sigma^r_{i_t}(A)\sigma^r_{n-t+1}(B) \quad \text{and} \quad (B.1)$$

$$\sum_{t=1}^{k} \sigma^r_{i_t}(AB) \geq \sum_{t=1}^{k} \sigma^r_{i_t}(A)\sigma^r_{n-i_t+1}(B) \quad (B.2)$$

hold [112].

- For any $k = 1, \ldots, n$ the following upper and lower bounds exist [113]:

$$\min_{1 \leq i \leq k} [\sigma_i(B)\sigma_{k+1-i}(A)] \geq \sigma_k(BA) \geq \max_{k \leq i \leq n} [\sigma_i(B)\sigma_{n-k-i}(A)]. \quad (B.3)$$

- The singular values of the matrix product $AB$ for any $r > 0$ is bounded by [114]

$$\sum_{j=n-k+1}^{n} \sigma_j^r(AB) \leq \sum_{j=n-k+1}^{n} \sigma_j^r(A)\sigma_j^r(B). \quad (B.4)$$

Note, that only Eqns. (B.1) and (B.2) respect the non-commuting nature of the matrix product. The other approximations can only be expected to deliver tight bounds if the optimal $X$ and $Y$ are the same.
Irreducibility of a dual-rail EPR pair

The Ruppert matrix of the polynomial \( p(x_1, x_2, x_3, x_4) = 2^{-1/2}(x_1 x_2 + x_3 x_4) \) constructed using Lemmata 3 and 4 is

\[
M = 2^{-1/2} \begin{pmatrix}
-2(v_2 + v_1 v_2 + v_4 x_3 + v_3 x_4) & 2(v_1 v_2 + v_3 v_4) & 0 & 4(v_1 v_2 + v_3 v_4) \\
-4(x_2 + z_3 x_4) & 0 & -2(x_2 + z_3 x_4) & 2(v_2 + v_1 v_2 + v_4 v_3 + v_3 x_4) \\
-2(w_2 + v_2 + w_4 v_3 + w_3 x_4) & 2(v_2 + v_1 w_2 + v_4 w_3 + v_3 w_4) & 0 & 4(v_2 + v_1 w_2 + v_4 w_3 + v_3 w_4) \\
0 & 0 & 0 & 2(w_2 + w_3 w_4) \\
0 & 0 & 2(w_2 + w_3 w_4) & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
-2(v_2 + v_1 z_2 + v_4 z_3 + v_3 z_4) & 2(v_1 v_2 + v_3 v_4) & 0 & 4(v_1 v_2 + v_3 v_4) \\
-4(x_2 + z_3 x_4) & 0 & -2(x_2 + z_3 x_4) & 2(v_2 + v_1 v_2 + v_4 v_3 + v_3 x_4) \\
-2(w_2 + v_2 + w_4 v_3 + w_3 x_4) & 2(v_2 + v_1 w_2 + v_4 w_3 + v_3 w_4) & 0 & 4(v_2 + v_1 w_2 + v_4 w_3 + v_3 w_4) \\
0 & 0 & 0 & 2(w_2 + w_3 w_4) \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
2(v_2 + v_1 w_2 + v_4 w_3 + v_3 w_4) & -2(v_2 + v_1 z_2 + v_4 z_3 + v_3 z_4) & 0 & 0 \\
2(v_2 + v_2 + w_4 v_3 + w_3 x_4) & 0 & -2(x_2 + z_3 x_4) & 0 \\
0 & 0 & 0 & 0 \\
4(w_2 + w_3 w_4) & 0 & 0 & -4(v_1 v_2 + v_3 v_4) \\
0 & 0 & 0 & -4(v_2 + v_1 v_2 + v_4 v_3 + v_3 x_4) \\
0 & 0 & 2(w_2 + w_3 w_4) & -2(v_2 + v_1 w_2 + v_4 w_3 + v_3 w_4) \\
0 & 0 & 0 & -2(w_2 + w_4 v_3 + w_3 x_4) \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

With the \( v_i, w_i \), and \( z_i \) being indeterminants, the rank is full, i.e. \( \text{rank} M = 9 \).
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