Evaluating Vector-Space and Probabilistic Models for Query to Ad Matching

Hema Raghavan  
Yahoo! Inc  
Great America Parkay  
Santa Clara, CA, 95054  
raghavan@yahoo-inc.com

Rukmini Iyer  
Yahoo! Inc  
Great America Parkay  
Santa Clara, CA, 95054  
riyer@yahoo-inc.com

ABSTRACT
In this work, we evaluate variants of several information retrieval models from the classic BM25 model to Language Modeling approaches for retrieving relevant textual advertisements for Sponsored Search. Within the language modeling framework, we explore implicit query expansion via translation tables derived from multiple sources and propose a novel method for directly estimating the probability that an advertisement is clicked for a given query. We also investigate explicit query expansion using regular web search results for sponsored search using the vector space framework. We find that web-based expansions result in significant improvement in Mean Average Precision.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

General Terms
Information Retrieval, Vector Space Models, Language Models, Translation Models

1. INTRODUCTION
The primary source of revenue for major search engines is through advertising. The online ad spend of advertisers has been growing significantly over the past few years [1]. In the popular auction model used by search engines, an advertisers bids on a keyword such as used cars. When a user types in the query used cars, this particular advertiser’s ads will be among the candidate set of ads that can be displayed alongside the search results. If an advertiser opts in for “advance match”, his ad may also be shown for queries such as cheap cars or old cars. Once the ads are part of the candidate set, they are then ranked by a product of relevance of the ad to the query and the bid. If a user clicks on the ad, the advertiser pays the search engine for the click. The cost paid is determined by the bid and relevance of the ad shown immediately below the given ad, following the framework of a generalized second price auction [11]. Since the advertiser pays only when a user clicks on the ad, this monetization model is often called “pay-per-click” marketing. If the relevance score is assumed to be a measure of the probability that an ad is clicked for a given query, or the estimated click-through-rate of the ad for that query, ranking by bid \times relevance is optimal for maximizing revenue.

Although sponsored search is a relatively new area of research, matching an ad to a query poses problems quite similar to those addressed by the information retrieval and web search community for many years. However, there are some key differences between web search and sponsored search. One of the primary differences is that the collection of web documents is significantly larger than the advertiser database, and retrieving candidate ads for tail queries using advanced match is a very important area of research for sponsored search. Another big difference from web search is the fact that the user model is different. Many queries do not have commercial intent; displaying ads on a query like “formula for mutual information” may hurt user experience and occupy real-estate on the search results page in a spot where a more relevant web-search result might exist. Therefore, in sponsored search, we prefer not to show any ads when the estimate of click-through-rate and/or relevance of the ad is low. Using the same user experience argument, for a navigational query [4] like “bestbuy.com”, we would rather show only the most relevant exact ad if that ad existed in the advertiser database. We refer the reader to the study of Jansen and Resnick [15] for further details on user perceptions of sponsored search. In web-search, determining how many candidates to retrieve and display is not as much of an issue as the generally accepted user model is one where users read the page in sequence and exit the search session when their information need is satisfied. While all of the above problems are interesting areas of research, we restrict ourselves to the following scope.

Scope of this work:
In this paper, we are concerned with only those ads that have opted in for advanced match. We intend to compare various well known information retrieval methods for (advance) matching queries to ads. While in practice several features associated with the observed historical click-through-rate of an ad might be used in addition to word-overlap features (see eg. the work of Richardson et al [30]), in this paper we consider mainly the problem of using traditional information retrieval features to determine relevance of an ad.
to a query. We seek to evaluate whether techniques that work well in classic information retrieval will work for the problem of advance matching queries to ads. In addition, we propose a novel variant of translation models in information retrieval, where the relevance score is an estimate of the click-through rate of an ad to a query. We discuss how we would incorporate our methods into more feature based methods in Section 7.

In the following section, we describe the structure of an advertisement and the related terminology. In section 3, we describe the various models that we apply to the problem of advertisement retrieval. Section 4 outlines our experimental setup and evaluation procedure. In section 5, we report initial results and analyze the differences across the various approaches. Next, in section 6, we place our work in the context of other work in sponsored search and information retrieval. Finally, we derive conclusions from our current set of experiments and explore future directions in section 7.

The main contributions of this work are: (1) A study of information retrieval techniques for sponsored search with insights into when and why certain types of techniques will and will not work (2) A proposal for a new click-based translation model for sponsored search.

2. AN ADVERTISEMENT

In this section, we describe the template of an advertisement using the specific example of Yahoo!’s Panama platform. The other search engines are similar. We use an illustrative but fictitious example of an advertiser who sells all kinds of shoes on the internet. This advertiser typically will have an account with the search engine, and would run many campaigns. A campaign can consist of many ad groups each of which in turn consist of a set of related keywords for a campaign.

Bidded terms or keywords: For each adgroup, there is a set of keywords that the advertiser bids on, e.g., sports shoes, stilletos, canvas shoes etc.

Creative: A creative is associated with an adgroup and is composed of a title, a description and a display url. Advertisers may chose to use a template for an ad. The template may have a title like Buy {keyword:cheap shoes}, an abstract - Find {keyword:shoes of all styles} at low prices and a display url cheapshoosh.com. The portion between curly braces can be substituted by alternate text (henceforth called alt text) corresponding to a bidded term. So for a bidded term sports shoes, if the advertiser has specified the alt text as sneakers, the title will be converted to Buy Sneakers. Similar is the case for the abstract. The default text in the template is used in case the ad exceeds a certain length after the template is filled out.

Matchtype: An advertiser can choose to use “standard” or “advanced” match for the keywords or adgroup. For example, if the advertiser choses to use only standard match for the keyword “sports shoes”, his ad may be shown for that exact query. Whereas, if he enables the keyword to be advanced matched, the search engine can show the same ad for the queries “running shoes” or “track shoes”.

Bid: Associated with each keyword is a bid. The final ranking displayed on the search engine is a product of the bid and the relevance of the ad to the query. Relevance can be as-


3. MODELS

A document \( D \) in our index is a unique creative composed of 5 zones: the unfilled templates of the title and description, the display url, the bidded terms and the alt text. Let \( z = 1...5 \) represent an index into each of the above mentioned five zones respectively. In this work, a query \( Q \) is represented as a bag of words \( q_1, q_2, ..., q_n \). For all our models, the similarity of a query to a document \( S(D, Q) \) is a linear combination of the similarity of the query to the individual zone. In other words,

\[
S(D, Q) = \sum_z w_z S(D_z, Q)
\]

where \( D_z \) represents a zone of a document \( D \) and \( w_z \) is the weight attributed to the zone. Henceforth, we use \( D \) to mean \( D_z \) for better readability.

3.1 BM25

We evaluate the classic BM25 model [31] which is an approximation of the 2-poisson model and is often considered the state-of-the-art for many information retrieval tasks [34]. The model, as we used it, is outlined below:

\[
S(D, Q) = \sum_i IDF(q_i) \frac{tf_{q_i,D}(k_1 + 1)}{tf_{q_i,D} + k_1 (1 - b + b \frac{L_D}{avgL})}
\]

\[
IDF = \log \frac{N - n_i + 0.5}{n_i + 0.5}
\]

\[
tf_{q_i,D} = \text{term frequency of } q_i \text{ in } D
\]

\[
L_D = \text{length of document } D
\]

The parameters \( k \) and \( b \) are tuned empirically.

3.2 Term Presence Absence Model (PA)

We also explored a simple model that ignored TF and considered only the IDF part of the above equation. We call this simple model the term presence absence model; this model is likely to place greater emphasis on a document that has all the terms in a query than the above BM25 model.

3.3 Combination Vector Space Model (PA+BM25)

Experiments on our training data with this model showed increased precision and decreased recall due to the PA model. This lead us to try out a linear weighted combination of the BM25 and this model as well (PA+BM25). We discuss all these models and their advantages and disadvantages in greater detail in section 5.

3.4 Query Expansion using the Web as an external resource
External resources for query expansion have proven useful for several information retrieval tasks [9, 18, 7] as well as sponsored search [28]. Since web queries are very short and often only 2-3 words in length, expansion helps add context, as well as add synonyms to the original query.

We tried a simple query expansion approach using the web. We queried our native search engine for the top 10 results. We concatenated the bag-of-words of the query-biased summaries of the top 10 results, and retained the top 5 most frequent terms as query expansion terms. We expect that the addition of terms such as “bank of america” and “bankofamerica” to the query “boa”. We use the expanded query to retrieve documents in the vector space framework outlined in sections 3.1 and 3.2 above.

3.5 Language Models

The language modeling framework makes the assumption that a user has an idea of what the “perfect” document for his or her information need will look like. The user samples from this perfect document to generate the query Q. The task of the system then is to estimate the document closest to the ideal document for the query Q.

$$\text{argmax}_D P(D|Q) = \arg\max_D \frac{P(Q|D)P(D)}{P(Q)}$$

In the query likelihood model we rank documents by P(D|Q). Typically the terms P(D) and P(Q) are ignored leading to ranking by P(Q|D). Like the Ponte and Croft model [26], we model P(Q|D) as an i.i.d sampling of the query words from a document model as P(Q|D) = \( \prod_{i=1}^{n} P(q_i|D) \) where,

$$P(q_i|D) = \lambda P_{mle}(q_i|D) + (1 - \lambda) P_B(q_i|D)$$

$$P_{mle}(q_i|D) = \frac{tf_{q_i,D}}{|D|}$$

$$P_B(q_i|C) = \sum_{j} \frac{tf_{q_i,j}}{\sum_{j} tf_{q_i,j}}$$

Note that, if we use a context-dependent formulation, or n-grams where n > 1, we will inherit some of the qualities of the PA model. Using bigram or even trigram context has two distinct advantages: (a) documents which have more of the query terms in close proximity will be preferred, and (b) the back-off probability will help enforce phrases. In this paper, however, we only report results using unigram models.

3.6 Translation Models

Berger and Lafferty [3] proposed modeling the query as a translation of a document. As described in section 3.5, the user has a notion of an ideal document. In this model, the query formulation process can be viewed as a translation of the ideal document into a query through a noisy channel. The translation process accounts for deletion and substitution of terms from the ideal document in the query. While the basic language modeling framework described above does not allow for query expansion, this model does. More recently this model has shown success in several information retrieval tasks such as sentence retrieval and FAQ retrieval [18, 24] where the “lexical gap” between the query and document is high and the documents are short.

We add a twist to the original model by trying to estimate the probability that the document will be clicked for a query-ad pair as follows. If C is a binary random variable that takes the value 1 to indicate that a click is observed and 0 to indicate that it is not, in this model we aim to rank documents by the P(C = 1|D, Q):

$$P(C = 1|D, Q) = \frac{P(Q|D, C)P(C|D)}{P(Q|D)}$$

where

$$P(Q|D, C) = \prod_{i=1}^{n} P(q_i|D, C)$$

$$P(q_i|D, C) = \lambda_1 P_{mle}(q_i|D) + \lambda_2 P_B(q_i|D) + \lambda_3 P_{TM}(q_i|D, C)$$

The first two components of P(q_i|D) are as in section 3.5 and in estimating them we do not consider the conditional factor of the clicks. The third component, viz, P_{TM} or the translation model can be expanded as follows:

$$P_{TM}(q_i|D, C) = \sum_{j} P(q_i|t_j, C)P(t_j|D, C)$$

$$P(t_j|D) = \sum_{j} P_{mle}(t_j|D)$$

The key to the translation model is in estimating the translation tables which associates a probability p(q_i|t_j, C) for a word pair q_i, t_j where q_i may correspond to the token “shoes” and t_j correspond to the token “sneakers”. Note that self translations are also modeled, i.e. we can have p(q_i|t_j, C) where q_i = t_j. In this way, the model assigns a non-zero probability mass to those ads for which “translations” or synonyms (t_j) of the query term q_i occur in the ad. There are several sources for deriving the translation tables: from clicked query-ad pairs, web search results, wikipedia, user sessions, etc. Smoothing the translation probability across multiple sources provides robustness and diversity of translations. As described in section 3.5, using n-gram probabilities, where n > 1, enforce term proximity and automatically capture multi-word phrases.

To implement Equation 3, we need to model two additional components: P(C|D) and P(Q|D). P(C|D) can be considered to be a quality score for an ad independent of the query, which can be estimated from syntactic and semantic features and the prior historical click-through-rate of the ad. P(Q|D) plays the role of IDF in the vector space approach; we estimate the statistics for this component from all ads displayed for all queries, not just the clicked query-ad pairs. The denominator in Equation 3 can be used to discriminate the clicked ads from the non-clicked ads given a query.

Note that in this paper, we only focus on deriving unigram translation tables from clicked ads. We leave the estimation of the complete P(C|D, Q) and the use of n-gram probabilities for future work.

4. EXPERIMENTAL SETUP

In this section, we describe the tools, training and test data and the evaluation.
Table 1: Example translation tables (from Web Search). The table shows the top terms sorted by \( p(q_i | t_j) \) for 3 different \( t_j \).

<table>
<thead>
<tr>
<th>( p(q_i = \text{yoga}(t_j) )</th>
<th>( p(q_i = \text{cyst}(t_j) )</th>
<th>( p(q_i = \text{acetaminophen}(t_j) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>ilchi</td>
<td>0.500</td>
<td>dermoid</td>
</tr>
<tr>
<td>dahn</td>
<td>0.453</td>
<td>pilonidal</td>
</tr>
<tr>
<td>iyengar</td>
<td>0.439</td>
<td>Bartholin</td>
</tr>
<tr>
<td>ashtanga</td>
<td>0.400</td>
<td>epidermoid</td>
</tr>
<tr>
<td>astanga</td>
<td>0.384</td>
<td>ganglion</td>
</tr>
<tr>
<td>kriya</td>
<td>0.355</td>
<td>epiderm</td>
</tr>
<tr>
<td>asana</td>
<td>0.354</td>
<td>sebaceous</td>
</tr>
<tr>
<td>hatha</td>
<td>0.320</td>
<td>popliteal</td>
</tr>
</tbody>
</table>

4.1 Tools

We indexed only those ads for which the advertiser had opted in for advanced match. We use a similar infrastructure to the work of Broder et al [7], i.e., we use Hadoop grid computing infrastructure to preprocess the ads and build an inverted index [13] and use the WAND algorithm to retrieve ads [6]. Stemming was done using the Porter stemmer [27]. Since our methods score each zone differently, we maintained a separate postings list for each zone. Hence, TF, IDF and other statistics can be computed for each zone. URL segmentation was done using a simple unigram model whose vocabulary was trained on a web document collection and a decoder that used a dynamic programming algorithm to retrieve the best segmentation for a given URL.

4.2 Data

Our training and test data comprised of query-ad pairs that had been judged by trained editors on a 5 point scale - Perfect, Excellent, Good, Fair and Bad. The editors only looked at the creative and not the landing page while making their judgment. The editors were trained for the task and were instructed to reserve the judgment “Perfect” to those query-ad pairs where the query has an unambiguous target (e.g., “abc.com”) and the ad’s display url corresponds exactly to that target. This is typically true only for navigational queries. The judgment “Fair” was reserved to those query-ad pairs for which it was not completely obvious that the user would be able to find what he or she was looking for after a click, but there was a reasonable chance of doing so. The judgment criterion was quite similar to the work of Metzler and Dumais [22].

We had a set of about 47000 query-ad pairs for about 1000 unique queries that had been judged by a different system that we used as our development training set. We tuned some of the parameters for the different models on this training set. We indexed all the ads that had opted in for advanced match and that were present in our advertiser database on one day in April. We retrieved ads using BM25, PA, LM, TM, TM(Web) and the PA+BM25 models on 317 queries sampled from a query log of the first 2 weeks of April from a major search engine. We used the median score of a method as a threshold to filter out query-ad pairs so as to decrease the effort of the editors. In all we had about 10000 query ad pairs to be judged. In our final evaluation data set the number of Perfect, Excellent, Good, Fair and Bad judgments were 5, 21, 335, 1648 and 7735 respectively. 87 queries had no relevant documents (examples are how to make a pinata and human body system) and only 76 queries had greater than 10 relevant documents. In our final evaluation, we considered un-judged documents retrieved by an algorithm as non-relevant.

4.2.1 Estimating the translation tables

In this work we estimated the translation tables \( p(q_i | t_j, C) \) in Equation 7) from two sources of data.

1. Using Sponsored Search Click Data: We used a month’s worth of sponsored search click data that was available to us from November of last year. The data consists of tuples of the form \( \langle q_i, ad, click \rangle \), where \( click \) indicated whether a click was observed (\( click = 1 \)) for that query and ad pair or not. Clicks were spam filtered. We considered all lines where a click was observed and estimated the probability of \( P(q_i | t_j) \) to be \( p(q_i | t_j, click = 1) \) as follows:

\[
P(q_i | t_j) = \frac{\#(q_i \in query \& t_j \in ad \& click=1)}{\#(t_j \in ad \& click=1)}
\]

A query and ad pair had to be clicked a minimum number of times before it was used in the computation.

2. Using Web Search Logs: Web search engines typically show a ranked listing of results for a query. The listings usually comprise of a title, an abstract of the page and a url (similar to an ad’s title-creative-url). We used the Yahoo! API and obtained the summaries for the top 10 results for the top 200K unique queries on our search engine. We estimated \( P(q_i | t_j, C) \) in a manner similar to what is described above, except that we used information from the web-page abstract shown on the “organic” or web-search results page and ignored the click information (we did not have the click information for the search engine and we believe it is reasonable to assume that the search engine did quite well for popular queries). In other words \( P(q_i | t_j, C) \sim P(q_i | t_j) \).

Table 1 shows example translation probabilities learned using the second method listed above. We deliberately chose non-commercial examples since we did not want to label specific brands or product names and model numbers, which often show up as the top translations for many commercial queries. As can be seen from the examples, many of the expansions explore facets of a query.

The probabilities \( P(q_i | t_j, C) \) can also be estimated from other sources of click data: e.g., reformulations of a query where the reformulated query had a web result clicked on and so on. If these additional sources of information are available, we believe they can prove to be quite useful.
4.3 Evaluation Measures

We evaluate our work using standard measures from information retrieval and web-search such as precision at different ranks and recall. The precision at rank \( r \), \( P_r \), is defined as the fraction of relevant documents in ranks 1 to \( r \) that are considered relevant. Recall is defined as the fraction of documents that are relevant to the query that are retrieved. Average precision of a query is computed by averaging the precision at different points of recall. In other words:

\[
AP_q = \frac{\sum_{r=1}^{M} P_r \times R(r)}{\text{no. of rel docs for } q}
\]

where \( M \) is the number of retrieved documents and \( R(r) \) is a binary variable which takes on the value 1 if there is a relevant document at rank \( r \) and 0 otherwise. Mean Average Precision is the average of the average precision scores computed for all queries. Since MAP requires binary relevance judgments, we report results for two cases: (1) where every document judged “Good” or better was judged relevant and (2) where every document judged “Fair” or better was judged relevant. Anything un-judged was marked as “Bad”.

Since our judgments are obtained on a five point scale, we can also compute metrics based on discounted cumulative gain (DCG) [17], a measure which aims at measuring user experience. The DCG of a query is given by:

\[
DCG = \frac{\sum_{i=1}^{M} \text{score}(label_i) \times \log_2(c+1)}{M}
\]

where \( M \) is the number of retrieved documents for that query and \( label_i \) is the judgment of a document at rank \( i \). The scores assigned to Perfect, Excellent, Good, Fair and Bad documents are 10, 7, 3 and 0.5 respectively. The normalized DCG (nDCG) metric for a query normalizes the DCG by the maximum value of DCG that is possible for that particular query. In addition to the average DCG of the retrieved results we report DCG at ranks 1 and 5.

5. RESULTS AND DISCUSSION

Results from our experiments are given in Table 2. Of the first two models, BM25 and PA, the BM25 model retrieves many more ads that are “Good” or better (higher recall), but the PA model does better in ranking the good ones at the top of the ranked list. Many ads can contain several 100s of bidded terms for the same creative (eg., “running shoes”, “jogging shoes”, “walking shoes”, “comfortable walking shoes” and so on. Thus a word like “shoes” can get repeated a few 100 times inflating the TF component of the above model quite significantly. For creatives such as these the PA model does much better, but for longer queries the BM25 model appeared to do better. The model with the weighted combination of these two (PA+BM25) has a weight of 0.333 for the PA model and 0.666 for the BM25 model. Of the vector space models without expansion this model seems to perform the best.

Of the language modeling methods, the translation models are expected to decrease precision and increase recall. The translation models learned from querying the search engine [TM(web)] significantly increases the recall as expected. However, the translation models that learn from click data (TM) did not improve recall as much. The best performing model is the model that performs expansion based on the abstracts of the web-results (last column in Table 2). Although there is some non significant decrease in precision and nDCG, the overall improvement in mean average precision is statistically significant. The loss in DCG comes mainly from the top ranks where the decrease is statistically significant.

The numbers in Table 2 are all micro-averaged. If we consider macro-averaged recall as shown in figure 1, we notice that the translation model using web based expansions has high recall, especially for “Fair” documents. This means that there are certain queries for which the translation models perform significantly better. An example is amtrak and schedule to which the addition of the terms rail, vacation and adventure and the url token amtrak.com results in significant increase in recall.

The translation model learned from click data did not perform as well as expected. Upon analysis, we found that many of the translations learned were from a query-word to a segment of the display url. Since the data used to train the translation probabilities was a few months older than the index on which retrieval was performed, many of the the ads containing the same tokens in the display url did not exist in the current database. Few expansions actually triggered and hence the TM model is quite similar to LM in performance. We believe that cleaner dictionaries that “expire” less easily may be constructed by considering only the query and ad-title and/or query and bidded term. Another reason for the TM model not performing well may lie in the fact that we did not do any rank normalization when we learn the translation probabilities from clicked query-ad pairs. Since exact matches typically show up higher in the display, it is likely that we are learning more self translation probabilities than synonym translations. On the other hand, with the web data, we had 10 results per query to expand with and the dictionaries learned were less noisy and had more synonym translations.

The translation model that learned from web-result abstracts does not perform as well as the PA+BM25 model that expands on the web abstracts. The principle difference here is that the translation dictionaries in the language modeling framework were not query specific. This led to much quicker “query drift”. For example the query baja occurs in many queries that are in the context of baja...
Table 2: Results of 7 different models on the task of retrieving ads relevant to a set of queries. Bolded values indicating the best performing system for a given metric and underlined values indicate statistical significance (at the 95% level of confidence) as compared to the baseline (BM25).

6. RELATED WORK

The information retrieval community has studied the problem of matching queries to relevant document documents for several years [34]. Queries can be long like in the TREC ad-hoc retrieval tasks unambiguous natural language questions or web-queries. Likewise retrieval on several types of collections have been studied. Perhaps the most relevant areas within information retrieval for this work are the following areas: the classic ad-hoc retrieval task, web document retrieval, retrieval of small snippets of text and online advertising, a fairly nascent field.

Work in online advertising focuses on two main areas: contextual advertising and sponsored search. Contextual advertising mainly concerns itself with the placement of ads on publisher pages. Since publisher pages are rich in content, a rich set of features can typically be extracted from the web-page and used to find relevant ads [5, 33]. The Sponsored Search problem on the other hand suffers from the same problem as web-search – that the queries are short and have little context. Exacerbating the problem is the fact that the document is short with little context as well. One way of overcoming this problem is through “query rewriting” techniques. The transformed query is then used for retrieval.

Models to predict query rewriting techniques may be learned from query logs [19, 28]. Alternately some techniques, including ones explored in this paper, expand the query using organic search or web-search results [7]. A third source of data that we do not use in this paper, but has been proven useful for sponsored search is the historical click-through-rate (CTR) of a query-ad pair in predicting its relevance to a query. We envision our system to be a two-stage one where the first stage relies less on history and the second “re-ordering” stage may use historical CTR in addition to context of the original query significantly. There are many solutions to work around this problem: one way is to construct query specific translation dictionaries using content of the landing page of the clicked url in the same way that the web-abstracts were used. This approach can be expensive from a storage perspective and may not work for truly tail queries. Another approach would be to embed context into the translations, explicitly via query segmentation into phrases for phrase to phrase translation tables [2], or implicitly via use of n-gram contexts in the translation probabilities as proposed earlier in this paper. Also, although we filtered out low frequency terms \( t_j \) in computing \( P(q_i|t_j) \), the filtering was probably insufficient, leading to some incorrect high probability translations. Modeling deletions and insertions via more advanced translation models like IBM Model-3 can also be beneficial.

There are also certain classes of queries for which unigram models do not perform well. Particularly notable in our analysis were queries with geographic intent and people names. It is obvious that showing ads for pizza in springfield, illinois is probably not acceptable for a user located in Springfield, MA. Significant number of web-search queries have geographic intent and they should probably be handled seperately [20, 12]. Likewise showing ads for jennifer howard (a politician) is not acceptable. Some of these errors may be controlled by using phrase based models or using entirely different retrieval models for certain classes of queries [16].

We also played around with alternate forms of smoothing like Dirichlet smoothing that overcomes some of the document length normalization issues (note that the zone corresponding to the bidded terms can have significant variance in length). We did not see significant improvement in performance as compared to the Jelinek Mercer Smoothing method whose results we reported.
vance feedback [36, 21] or interactive techniques [14]. Using the web as an external resource has proven beneficial for sponsored search and other information retrieval tasks [7, 35, 9, 10, 32] and particularly when the snippets of text that need to be matched are short [22, 32]. Ribeiro-Neto et al [29] found expanding the content of publisher pages to be useful to the problem of contextual advertising. In the field of machine learning the addition of unlabeled data to improve classification accuracy has received special attention through the fields of unsupervised and semi-supervised learning [23].

Jeon[18] and Murdock [24] recently used the translation models of Berger and Lafferty [3] for query expansion for two new tasks and found considerable improvement. While Jeon was attempting a Q&A retrieval task, Murdock was attempting a sentence retrieval task. Given the short length of sentences Murdock naturally found expansion beneficial. Murdock et al [25] also applied the translation model approach to contextual advertising. They computed translation models between publisher pages and landing pages by using a parallel corpus determined by human judgments. We presented a variation of the translation models in which the translation dictionaries use click information. Our dictionaries can easily be computed from search engine logs and therefore our method is more robust to seasonal variations in the vocabulary of commercial terms.

The work of Zhou et al [38] attempts to model \( P(C|Q, D) \) in by factoring out the query into units. In their method, the query \( Q \) is broken into units or phrases for which high CTR for the document \( D \) is seen. The probability \( P(C|Q, D) \) is then computed as the product of the observed CTR of the sub-phrases when issued as individual queries. However, their method does not incorporate query expansion.

7. CONCLUSIONS AND FUTURE WORK

In this paper we explored several models of information retrieval from the classic BM25 model to the translation models. The BM25F model has shown to be effective for retrieval on certain semi-structured documents like HTML pages. As a next step, we would also like to train the BM25F model that uses a separate \( b \) and \( f \) parameter for each zone and an additional saturating parameter [37]. Since the different zones in the ad creative have different properties such as length and the way in which terms repeat, we expect that tuning parameters per zone would improve performance.

The translation models in general improved recall. Expanding the original query with web search results significantly improves performance; using sponsored search clicked query-ad pairs showed less benefit. However, we believe that there is plenty of room for improvement of the translation model. We used very simple co-occurrence probabilities for our translation dictionaries. The next step would be to use more sophisticated translation models including phrase based and/or ones with n-gram contexts. The translation models also lend themselves naturally to using a mixture modeling framework, where the mixtures can be over different corpora from which the translation tables are derived, or different query slices that determine semantic categorization of queries. We have not looked into using query reformulation data for learning translations, or into using non-Yahoo sources of data. Combining translation tables from different sources will improve smoothing (reinforce translations coming from multiple sources) and increase the coverage of the translation models over a larger fraction of the tail queries. Slicing queries based on query intent and/or based on query clusters may also improve targeting the translation models to a specific query ("baja fresh" and "baja motorsports" fall in different semantic categories).

We proposed a new variant of the translation model which aims at capturing the probability that a given ad will be clicked for a query. However, in this paper, we have not fully explored this model. We would like the use historical CTR of an ad and the query, combined with textual features as a prior in equation 3. Rank-normalizing the impact of clicks on ads may also play an important role in learning more synonym translations rather than self translations.

Finally, we did not explore feature-based models for retrieval in this paper. For instance, we can use the scores from our information retrieval models in models that learn from click logs like those of Richardson et al [30] and Ciramita et al [8] either as a prior or as a feature in a machine learning model. These models are can be trained and evaluated on clickthrough-logs. We however, believe such models that are trained and optimized to perform well on historical data should be used in a re-ranking step as opposed to the initial retrieval since such models are heavily biased towards what has been seen, resulting in fewer opportunities for new advertisers to be shown on the page. Using a model that relies on historical clicks of ads for re-ranking, but not for initial retrieval would provide new advertisers the opportunity to be shown on the page, and improve their ranking if clicks are observed.

While the problem of sponsored search is relatively new and offers several new areas of exploration, we believe that several tools and techniques developed for several information retrieval tasks may be directly applied with small modifications and enhancements for the new task.
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