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ABSTRACT
Like many other researchers, at Microsoft Bing we use external
“crowd” judges to label results from a search engine—especially,
although not exclusively, to obtain relevance labels for offline eval-
uation in the Cranfield tradition. Crowdsourced labels are relatively
cheap, and hence very popular, but are prone to disagreements,
spam, and various biases which appear to be unexplained “noise”
or “error”. In this paper, we provide examples of problems we have
encountered running crowd labelling at large scale and around the
globe, for search evaluation in particular. We demonstrate effects
due to the time of day and day of week that a label is given; fatigue;
anchoring; exposure; left-side bias; task switching; and simple dis-
agreement between judges. Rather than simple “error”, these effects
are consistent with well-known physiological and cognitive factors.
“The crowd” is not some abstract machinery, but is made of people.
Human factors that affect people’s judgement behaviour must be
considered when designing research evaluations and in interpreting
evaluation metrics.
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1 INTRODUCTION
When evaluating an information retrieval (IR) system, and partic-
ularly a ranking algorithm, it is almost universal to use relevance
labels: judgements of how good a given document is for a given
information need or query. These are aggregated with metrics such
as the classic weighted-precision family which includes mean aver-
age precision, mean reciprocal rank, discounted cumulative gain
(DCG), rank-biased precision (RBP), and others [50].

The labels in turn are commonly sourced not from searchers in
situ but from third-party workers—so-called “judges”—who stand
in for IR system users. These judges may be individual researchers
or expert assessors [5], but increasingly are untrained strangers,
operating at arms’ length, via crowdsourcing platforms [15, 39, 43,
44, 49].

Crowdsourcing can drastically reduce the time and cost to label a
large test collection [1, 18]. However, the reduced oversight means
that the resulting labels may be lower quality (noisier) [2, 14, 35].
Some of this can be explained by buggy instruments or scales, diffi-
cult tasks, or bad actors amongst the judges; but, in our experience,
a good proportion of data quality issues are due to human factors.

At Microsoft Bing, we often note these issues in crowd data. Past
work has demonstrated relevance labels can be affected by cognitive
biases or style [17, 30, 53, 55], work patterns [28], or existing beliefs
[32], but this work has typically been at relatively small scale; or
has induced the effect in question, not observed it “in the wild”.

In this paper, we use hundreds of millions of labels, collected
from hundreds of thousands of workers as a routine part of search
engine development. With this we can demonstrate the impact of
these human factors on the relevance judgement process, including
some relatively large effects which, to our knowledge, have not
been explored before in IR evaluation.

Before diving in to explore some specific factors and the impact
on relevance judgement, let us begin with an example to help us
frame and motivate this research.

Motivating example: A sudden metric change
In April 2021, we (authors and colleagues) at Bing noticed a sudden
change in the metrics for a web search component. This component
is evaluated in part by RBP-based scores [45], calculated daily over
tens of thousands of judge-submitted labels. There is of course
variation from day to day, as the ranking algorithm and the web
evolve over time; but this variation is typically about 0.1 points on
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Figure 1: A sudden drop in an evaluation metric, possibly
coincident with the start of a religious festival. The drop
was an order of magnitude more than usually observed, but
was not seen on later re-labelling. We also observed that the
scores returned to normal after the festival concluded (not
depicted in the figure).

our 100-point scale. However, in this case we observed close to a
1.5-point change almost overnight (Figure 1).

Close investigation showed that the change was due to crowd
labels collected across a few days, and especially from judges based
in a small number of countries. There had been no change to the
judging system in this time, nor to the workload; and we were not
aware of any changes to the ranking algorithm itself to warrant
such a large change in score.

After collecting a further set of labels, the scores reverted to
normal, so we are confident that the shift was “just noise”—albeit
noise on a scale much larger than any true effect we would expect
to see. Without recourse to interviewing the judges themselves,
we will never know the true cause for the shift in labels. One
theory is plausible, however: a major religious festival started at
the time scores dropped, and the biggest changes were mostly
in countries with significant populations observing the festival.
Without specifying the religion we note that religious festivals
can lead to changes in daily routines due to observances such as
holidays, ceremonies and fasting, changes which are known to
influence decision-making (although not necessarily at the cost of
accuracy) [9, 24]. If we had accepted the metrics as they stood, or
did not have enough experience to realise that they were unlikely,
we could have been misled about a web-scale experiment because
some of our judges were tired or hungry while labelling.

This anecdote serves to illustrate a more general point, which
we rediscover regularly: when we see “noise” in crowd labels, it
need not mean that the crowd is especially erratic or unpredictable.
Rather, there might be some effect due to physiological factors such
as tiredness or hunger, or due to well-understood cognitive biases
and shortcuts. In this paper, we illustrate several examples we have
seen in our extensive experiences with crowd labelling, discuss the
effect on large-scale IR experimentation, and offer some advice. We

hope this acts as a useful reminder that “the crowd” is not some
imperfect peripheral, but is just a group of people we have not met.

In this paper, we present evidence of non-trivial effects on rele-
vance estimation. These effects are due to biases, shortcuts, and time.
They are certainly not the only effects at play, but were selected
as they are well-attested in the literature, we believed they would
be visible in our labels, and we believed the effects would be large
enough to cause a difference in large-scale, production metrics. Our
contributions are to (1) demonstrate these effects not in the labora-
tory but in large-scale existing data from ongoing evaluations of the
Bing search engine, with trained and tested workers; (2) quantify
the scale of these effects in a production setting; (3) illustrate some
interactions amongst these effects; and (4) outline effects which
have not to our knowledge been studied in an IR setting, including
time-of-day, left-right, and mere-exposure biases. Note that given
the differences in data and setup for each of the effects studied, we
do not have an overarching methods section and instead describe
the experimental methods for each effect separately.

2 JUDGES’ LABELS VARY OVER TIME
As a first demonstration, we consider some temporal effects: that is,
we look at whether and how the time that a document is labelled
(time of day or day of week) influences the label that is given.

In this section, we base our analysis on labels of overall quality,
each applied to a web document in the context of a given query.
The data comes from a single “application” hosted in our inter-
nal crowdsourcing tool, the Universal Human Relevance System
(UHRS), which operates similarly to Amazon Mechanical Turk.

In this application, judges scored documents on a five-point or-
dinal scale (bad, fair, good, excellent, perfect), based on attributes
such as authority, recency, and topicality. We transform these lin-
early onto a numeric scale running 0 (bad) to 100 (perfect). The
data comes from a long-running measurement system, with vari-
ous uses, so we have taken only labels which we know came from
production-quality ranking algorithms. We have several hundred
thousand such labels, for regions and languages around the world.

If judges were acting as noisy conduits of relevance (or author-
ity, or readability, or whatever other attribute), then as long as a
document does not “go stale” it should not matter when labelling
happens: a document which is (e.g.) “fair” will be “fair” whether it is
viewed at 1am Tuesday or 2pm Wednesday. What we see, however,
is substantial and non-random deviation in labels due to time.

2.1 Time of day
Figure 2 illustrates this with scores given to URLs in our crowd
application. Scores here range from 0 to 100, and we aggregate
these scores by query and by ranking algorithm to help determine
which ranking algorithm is better, or whether there is a change in
search effectiveness. Figure 2 shows, for each hour of the day, the
mean score given by judges that hour (judge local time) compared
to the mean score across the entire set. A score of zero denotes
no difference from the overall mean. For example, at 2pm local
time scores are almost 2 points higher than average. Each hour
represents around 10,000 scores, for several hundred judges in
almost 20 combinations of language and region, with more than
100 judges active each hour. We also observe these differences in
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Figure 2: Differences in URL score (100-point scale) by judge
local time. Judges working late at night (2–6am) give much
lower scores; judges working in themorning and early after-
noon give higher scores. Error bars denote ±1 SE.
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Figure 3: Differences in URL score (100-point scale) by judge
local day of week. Judges working earlier in the week gener-
ally give higher scores than judges working later. We have
around 20 regions and languages that comprise the “Global”
line, so thin lines are examples only. Error bars denote ±1
SE.

a linear mixed-effects model, treating judge identity as a random
term (t(295k) ranging to −5.5, p ≪ 0.001)1: this indicates that the
per-hour effect is not just a result of different judges being online
at different times of the day.

When we compare different iterations of a search engine—for
example, the production engine against an engine with a slightly
improved ranking algorithm—we generally observe differences of
1Modelling used the lme4 and lmerTest packages in the R statistical software [7, 37, 48],
versions 1.1-23, 3.1-2, and 4.0.2.

at most a few points on this 100-point scale. The effect of judging
URLs from one engine in the early morning, the other at lunchtime,
may completely dominate the effect we want to see. Ideally, we
could arrange for URLs from the “old” engine to be scored at 3am
or 4am, and URLs from the “new” engine to be scored a few hours
later at 12pm to 3pm, for a convenient head start. This is easier
than it sounds: in fact it could happen by accident, as a baseline
systemmay be scored some time before any experimental system(s).
This may happen, for example, when experimental systems return
previously-unlabelled documents, and we get new labels accord-
ingly. Depending how often the baseline is updated, the difference
in this case could be hours, days, or (in the case of long-running
benchmarks such as TREC) even years.

One possible explanation for this swing in scores is a connection
with patterns of mood across the course of a day. For example,
Hernandez et al. [29] observed more smiling during the day but
markedly less for those awake overnight; Golder and Macy [25]
observed more positive affect in Twitter posts in a similar shape,
although higher during the evening. There is in turn evidence
that mood contributes to label quality and worker engagement in
relevance labelling [23, 47], and that mood influences judgements
and ratings in other fields, even with highly-trained workers [20].

Other factors may include fatigue, which we discuss below.

2.2 Day of the week
If we run evaluations with a daily cadence, and we know where
our judges live, it should be more or less possible to release crowd
work so that labels are being provided at the same judge-local time
each day. However, we also see strong effects due to the day of
the week (Figure 3). Again we plot the change in mean score given
by judges on each day, in the judge’s timezone. Here each day
represents about 50,000 scores, with several hundred judges active
each day and approximately the same volume of scores assigned
each day across theweek. In this case, we could get up to a two-point
(dis)advantage just due to allocating different URLs on different
days. Again, these differences are confirmed by a mixed-effects
model (t(295k) ranging to 10.61, p ≪ 0.001).

The thicker line in Figure 3 shows aggregate data, across the 20
global language-region combinations in which we had judgement
data. The effect is, however, strongly mediated by the region a judge
is from. Some examples are plotted as thinner lines. For example,
judges in the USA give out sharply higher ratings over the weekend,
while judges in China are less prone to this; judges in Spain give
very low ratings on Mondays. Recent studies on mood have shown
variations across different days and different countries [57].

2.3 Judge characteristics
We note that the judges whose data we use here were well-trained
and were subject to ongoing audits. They were paid by the hour, not
by the label, so there is little incentive to work fast at the expense
of accuracy. Judges also had to read tens of pages of examples and
guidelines, then pass an initial qualifying test, and were audited on
an ongoing basis by comparing their scores to those of their peers
and to those of specialist auditors. We expect that these checks will
reduce exogenous influences such as time of day. This means that a
less-trained worker, with less quality control and more incentive to
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work fast than to work carefully, will in all likelihood experience
larger effects than those discussed here.

3 JUDGES GET FATIGUED
We also observe an effect due to the time that judges have spent on
their task. We define a “session” as a string of labels provided by a
single judge, with no more than a one-hour break between items:
“sessions” are delimited by a break of more than an hour2. Inside a
session, a judge will see a variety of queries and web documents,
and these will be randomised (at least amongst those available at
the time the judgements are performed).

Using a mixed-effect model as above, we observe a small ef-
fect due to either the time in the session (1.09 points per hour, on
our 100-point scale; t(295k) = 12.43, p ≪ 0.01) or the number of
scores already given in the session (0.013 points per judgement,
t(600k) = 32.90, p ≪ 0.01). We also observe a tendency to less vari-
ation in labels (decreasing difference between consecutive scores,
0.016 points per label, t(588k) = −46.13, p ≪ 0.01).

These two effects mean that as time goes on, judges have a slight
tendency to converge on good scores regardless of the query or
document. This may be due to the design of our interface, in that we
may have made it easier to click buttons corresponding to a good
score. It seems however more likely due to mental fatigue. We ask
our judges to look for a number of qualities—expertise, geographic
appropriateness, and others—which they use to moderate their
score beyond mere topicality. (Topicality, too, is already a complex
notion.) This assessment does take some effort, and a tired judge
may find it easier to assume a document is adequate than to check
thoroughly. As evidence for this, we also see the time taken to
produce a label shortens as a session goes on (−0.16 s per label,
F (1) = 2127.8, p ≪ 0.001, when modelling judge as a random
variable). This is consistent with observations of TREC judges [13].
Taken together with the convergence of scores, this seems not to
indicate growing fluency but decreasing mental work for each label.
A similar effect was seen by Cai et al. [12] and Zhang et al. [60], who
noted increasing boredom and fatigue although (in their settings)
mixed impacts on result quality.

4 JUDGES HAVE THE USUAL HUMAN BIASES
A cognitive bias is a systematic form of error, resulting from ap-
plying heuristic principles when making complex decisions. For
example, Tversky and Kahneman [58] discuss a bias whereby “peo-
ple assess the frequency of a class or the probability of an event
by the ease with which instances or occurrences can be brought to
mind”. This “availability bias” leads to systematic over-estimation
of the probability of an event where we are familiar with some
instances, regardless of whether our experience is representative.
In the years since Tversky and Kahneman’s work, other biases
have been well documented, and their number has grown: in their
2014 review, Fleischmann et al. [21] suggest 120 identifiable biases
at work in information tasks, and other scholars have listed 180 [10].

These biases have been observed in information-seeking. Be-
himehr and Jamali [8] give a thorough enumeration of 28 cognitive
biases seen in information-seeking behaviour of graduate students,

2Other breaks, from 30 minutes to several hours, make little difference to our
conclusions.

across stages from task definition to evaluation. Several biases noted
there might be pertinent to crowd labelling, including the “illusion
of truth” effect whereby unambiguous information is preferred;
confirmation bias, a preference for information concordant with
our prior beliefs; and the picture superiority effect, a preference for
graphical displays over text.

Some biases have also been observed in relevance labelling in
particular. Eickhoff [17] used specially-designed judge interfaces
to demonstrate that a number of cognitive biases can be induced in
relevance rating. By controlling the documents shown and the way
they were presented, Eickhoff was able to show an ambiguity effect
(whereby documents with missing metadata were rated lower); an
anchoring effect (where judges who had labelled a document based
on random, fake, metadata did not adjust their rating when shown
the real content); a bandwagon effect (where judges agreed with
others, even if those “others” were fake); and a decoy effect (where
seeing a third document changed perceptions of the first two). These
biased labels led to somewhat different system scores and somewhat
different system-level rankings. However, these effects were shown
by manipulating judging interfaces and assignments, and therefore
must represent extreme cases. In our analysis we use a production
system without manipulation to show similar biases.

Azzopardi [4] catalogued and reviewed other work on cognitive
biases in IR. He suggests that in relevance labelling, we may see
biases due to anchoring, availability, trust, ambiguity, priming, and
decoy effects. Our data confirm some of these effects and we explore
others too.

4.1 Anchoring
Anchoring is a process whereby, whenmaking (apparently) absolute
judgements on some dimension, humans can be swayed by an
earlier reference or “anchor” in that same dimension. The effect has
been demonstrated repeatedly, across many domains, and seems to
be deep-seated and hard to overcome [59].

Anchoring effects have also been observed in relevance judging,
although results have been inconsistent. Scholer et al. [53] con-
trolled the quality of the first twenty documents seen by a judge,
in three buckets (high, medium, and low quality), and observed
a corresponding shift in labels for the next 28 documents. Labels
shifted lower given the high-quality prologue, and higher given the
low-quality prologue, to a net difference of around 0.3 points on a
four-point scale.

Shokouhi et al. [55] also demonstrated an anchoring effect in
relevance assessments, again of moderate overall impact, but in
the opposite direction to Scholer et al. Judges were given pairs
of documents for a single query, where the first document was
of known quality. Judges given a “perfect” document first were
substantially more likely to use the same label for their second
document, and similarly for “good” first documents. For “bad” first
documents, there was instead a skew to “good” in the second la-
bel. Carterette and Soboroff [13] reported a similar autocorrelation
in TREC judgements, where labelling one document relevant in-
creased the chance of the next document getting the same label by a
relative 22%. Newell and Ruths [46] saw related “negative priming”
effects in image labelling.
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Table 1: Relative abundance of labels, on a five-point scale,
by the first label given in a session. With the exception of
“fair”, all labels are relatively more abundant if they match
the first label in a session; and with that exception, all labels
show the biggest change in abundance if theymatch the first
label in a session.

Subsequent label
First label Bad Fair Good Excellent Perfect

Bad +9.19% −3.43% −4.59% −2.52% −13.88 %
Fair +6.84% −6.90% −0.24% −3.22% −18.09 %

Good −1.55% −5.62% +6.84% −3.06% −6.22 %
Excellent −1.51% +5.77% −4.62% +4.65% −8.58 %
Perfect −12.97% +10.18% +2.61% +4.15% +46.78 %

To assess the effect anchoring might have on our relevance labels,
we used a similar data set to that above with over 300,000 labels
collected from almost 600 judges. Again, labels were on a five-point
scale. After breaking into sessions as before, we recorded the first
label given in each session—the anchor—as well as the labels coming
later in the session.

Table 1 tabulates our results, for each label seen first in a session.
There is a clear correlation: for example, if the first label in the
session was “bad”, subsequent labels in the session were 9% more
likely to be “bad” and 14% less likely to be “perfect”.

In our setup, the value assigned to the anchor is generated by
the judge themselves or “self-generated” [19]. We are not communi-
cating to say “this document is bad”, and indeed the randomisation
of tasks means we have no control over the order that documents
or queries are seen. As a result, we would expect only a very small
effect due to anchoring. However, the effect is clearly noticeable:
in almost every case, if the first document in a session is labelled
X then subsequent X s are more likely. (The exception is the “fair”
label, which is used relatively infrequently and for documents of
middling quality.)

In spite of the difference in setting, this is a similar observation
to that of Shokouhi et al. [55], who used a three-point scale and
controlled the quality of the anchor, but it differs considerably from
the observations of Scholer et al. [53]. It is probably salient that
our data looks different in several ways: Scholer et al. considered
longer-term effects (the 21st label and beyond, given an anchor of
20 documents), within a lengthy session on a single topic; Shokouhi
et al. considered immediate pairs of documents, again on a single
topic; and we look at the first document in arbitrarily-long sessions,
with mixed topics. We also did not control the quality of the first
document seen.

Epley and Gilovich [19] distinguish “externally provided” from
“self-generated” anchors. In the latter case, they suggest, we ad-
just from the anchor value according to any perceived differences
between the objects being judged. Here, that would suggest that
judges make a reasonable guess at the quality of the first document
they see, then look for differences in quality given the next docu-
ment and adjust their score accordingly. If those differences were
difficult to detect, or difficult to decide on, or simply small—as would
happen fairly often—then we would see the effect described here.
Our data is therefore at least consistent with Epley and Gilovich’s
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Figure 4: The probability of a label matching the first given
in the judging session. The second label in a session is rather
more likely to match the first, then the probability of a
match decays to no more than chance. Error bars denote ±1
SE.

model, whereas that of Scholer et al. would be consistent if the
difference in quality were easier to notice.

Further evidence for an effect. One objection is obvious. A search
engine will naturally tend to produce good (or bad) results in gen-
eral, meaning everything seen in a judging session is likely to be
good (or bad), and labels would naturally correlate across the ses-
sion (and not just with the first).

We have tried to control for this by analysing only labels which
came from production systems, during particularly busy labelling
periods when results of tens of thousands of queries were being
labelled at the same time. By using production ranking algorithms,
results will not be uniformly bad; by using more than one ranking
algorithm, and tens of thousands of queries, we will see a range
of performance and a range of document relevance in the judging
pool. Since queries, ranking algorithms, and documents are finally
randomised across judges and within a session, it seems unlikely
that a judge could get documents of non-random quality across a
judging session.

It is still possible, however, that some engines are consistently
good or bad over some aspect which is not randomised. An obvious
candidate here is language: we do not randomise over languages
and of course each judge is only asked to label results in a language
they can read. If an engine were good (or bad) in any one language,
and documents in those languages were batched for judging, we
may see misleading correlations.

Figure 4 addresses this by plotting, for each label from the second
in a sequence, the chance that it is the same as the first. Since
documents and queries are randomised in a session, if there were
no anchoring effect then we should expect the distribution of labels
to be randomised as well: that is, every label should have the same
chance of agreeing with the first and this plot should be a flat line.
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What we see instead is that the second label in a session is more
likely to match than is the third; the third more likely than the
fourth; and so on until the odds stabilise some time after the tenth
label, meaning the first label given and first document seen no
longer have any influence. This is a clear sign of an anchoring
effect, diminishing over time as judges see more examples of doc-
uments and perhaps better calibrate their own scales. Again, this
is consistent with Shokouhi et al. [55] and Carterette and Soboroff
[13], although extended to longer intervals.

4.2 Mere exposure
The mere-exposure, or familiarity, effect holds that people develop
a preference for a stimulus simply by repeated exposure (see Born-
stein [11] for an overview). Azzopardi [4] suggests this effect might
be seen in interactive retrieval: for example, well-known sites might
be preferred more than they “ought” on the basis of utility alone. To
our knowledge, this has not been investigated in relevance labelling.

Again, we do see evidence of this in our data: judges gave more
favourable scores to web documents from hosts that they saw more
often. To model the effect of exposure, each URL in our data set
was reduced to the host name, and we counted how often each
host name had been seen by the relevant judge at the time the
web document was scored. A mixed-effects model again showed
a positive effect of number of exposures on score (0.5 points per
exposure, t(529k) = 20.36, p ≪ 0.01). Each time the same host was
seen in a session, it attracted a higher score, e.g., the fifth time a
host was seen it was scored on average 2 points (of 100) higher
than the first.

In our setup, the web documents from any one host are presented
in more or less random order. Further, as hosts are seen across
multiple sessions, exposure count has essentially no correlation
with time in session (Pearson r = 0.02, t(529k) = 13.16, p ≪ 0.01).
We therefore believe that the two effects—of time and of exposure—
are largely independent. There is no reason to expect that URLs
from one host get better over time, and exposure or familiarity
seems a likely explanation for the observed increase in scores.

4.3 Left-side bias
Test-collection-based methods have one great disadvantage: by
treating the result-level relevance labels as independent, most met-
rics are blind to the diversity or redundancy across a retrieved
set. That is, a ranking algorithm which returns near-identical doc-
uments repeatedly might score better than one which returns a
greater variety. One way to counter this is to ask judges to label an
entire set or even an entire search engine result page (SERP) [6].
Commonly, this is done side-by-side, where judges are shown two
sets of results for the same query, adjacent to each other, and are
asked which they prefer [56].

In other fields, there is evidence that, given choices laid out left to
right, research participants tend to prefer the left-hand options [22].
The effect is inconsistent [41] and varies across scales and popula-
tions, but has been repeatedly observed with small magnitude [40].

In our case, we do observe a clear left-right bias. In one exam-
ple, the pair of SERPs in Figure 5 was presented to 1000 crowd
judges—in this case, untrained and novice—with 500 getting each
ordering. The SERPs differed only in that one had the traditional

white background; the other had a neon green background, which
was jarring and which made the text hard to read. Despite this, a
full 32% of respondents claimed to prefer the green when the green
SERP was shown to the left. With the green SERP on the right, this
fell to 21% (χ2(1) = 14.324, p = 0.0002): a relative 51% benefit from
being shown on the left-hand side.

In a less dramatic example, we collected over 50,000 labels repre-
senting preferences over around 5000 pairs of SERPs; each pair was
presented five times with one SERP on the left, and five times with
the other SERP on the left. Judges in this case were experienced at
the task: nevertheless, preference within each SERP pair correlated
with which was on the left-hand side.3 SERPs appearing on the
left benefited from about a 2% increase in preference (χ2(1) = 4.92,
p = 0.03). A 2% shift is smaller than in the previous experiment,
which we attribute to the difference in judge groups. However, 2%
is in the range reported by Lewis and Sauro [40], and of course we
have a different setting—and larger data—than the studies surveyed
there. This bias is probably too small to be interesting if the SERPs
are radically different, but is certainly material when the effects
being studied are already small (for example, as the result of small
system changes; or ill-defined qualities, such as utility or relevance,
which are already hard to agree on).

5 JUDGES SWITCH TASKS
In most computer-based work there is a tendency to multitask
[26, 42]. This has been observed in crowdsourcing systems as well,
with workers on Amazon Mechanical Turk switching tasks every
5 minutes on average [28]. This is likely due to boredom—especially
given the repetitive nature of most crowd tasks [60]—but does
reduce quality overall [34, 38]. We have observed similar patterns
amongst our crowd judges.

Our labels are collected on our own in-house platform (UHRS),
hosting a variety of tasks beyond the relevance labelling described
above: classification, transcription, and annotation of various media
for example, as well as surveys and studies with interactive systems.
For the analysis here, we collected well over 300 million microtasks
(“HITs”), such as providing a single relevance label or classification.
These were drawn from almost 3000 different “applications”, each
collecting different kinds of labels or operating with different inter-
faces, judges, languages, or regions. The HITs were completed by
well over 100,000 judges.

We study judges’ daily engagements with HIT applications. On
average, judges engaged with 2.14 applications per day, and only
28% of judges worked on a single application each day. This could
of course mean that judges worked on separate tasks hours apart;
but there is ample task switching in shorter windows, and more
than half our judges engage with more than one application in any
twelve-minute window.

Judges seem to prefer switching between two applications, which
could mean that they have adopted a strategy to reduce the delay
they incur while waiting for a new microtask to load. Other reasons
for switching may include if work on one application has run out; if
one application is simply not to the judge’s taste; or if the judge was
automatically blocked after falling short of some quality threshold,
i.e., if the judge’s work is considered unreliable.

3This data was collected from English-speaking judges, with English SERPs.
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Figure 5: A pair of SERPs differing only in their background colour: conventional white or hard-to-read bright green. The
green was preferred substantially more often when it was shown to the left.
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Figure 6: Quality of labels decreases as the degree of judge
task switching increases. “Task switching” is measured as
the number of applications a judge contributed to in a day;
quality is measured by agreement with gold labels.

In common with other crowd systems, our platform allows task
owners (employees and contractors) to set quality thresholds for
crowd judges. If a judge’s work falls under this threshold, they may
be temporarily or permanently barred from submitting more work.

Thresholds are commonly set on one or both of two criteria:
first, the degree of agreement between a judge’s labels and some
predetermined “gold” labels, provided by task owners; and second,
the degree of agreement between the judge and their crowd peers,
across those instances where more than one judge completes the
same microtask [33].

On three measures—agreement with gold labels, pairwise agree-
ment with other judges, and number of times in a day that a judge
is blocked—we see a negative association between degree of task

switching and quality of labels. As the degree of judge task switch-
ing increases, we see a decline in judge accuracy—measured as the
proportion of gold HITs, seen by that judge that day, where they
gave the required answer (Figure 6). This effect is statistically sig-
nificant (a 0.3% reduction in accuracy per simultaneous application,
ANOVA F (1) = 1506.2, p ≪ 0.001). We see something similar with
pairwise accuracy, or the proportion of those microtasks where the
judge agrees with their peers (−0.06% accuracy per simultaneous
application, ANOVA F (1) = 174.78, p ≪ 0.001).4

As final evidence of a link, we see that the number of applications
a judge attempts in a day correlates with the number from which
they are blocked (0.2 applications blocked per application attempted,
F (1) = 904k, p ≪ 0.001).

Finding that workers who attempt more tasks tend to have lower-
quality output agrees with Gould et al. [28].We do not claim a causal
effect: it may be that workers who switch tasks are inattentive, or
it may be that workers tend to switch tasks when they feel they
are not performing well. In the latter case, this switch may be mo-
tivated by a desire to do well, or an aversion to getting banned.
Judges of course may fail a quality bar not for malicious reasons,
but simply because they are trying to learn a new task and trying
to understand what is expected of them. It is also possible that task
owners set unreasonable expectations and too stringent quality
thresholds. This can easily happen since the owners likely have a
very deep understanding of their own tasks, and therefore struggle
to anticipate the pitfalls and areas of confusion. From our current
study, we observe the correlation but cannot distinguish these vari-
ous explanations. We note however that most judges’ incentive is
to get through as much work as possible, without getting flagged
as a poor worker or as a spammer, and task switching is a rational
decision inside the systems we build. More worker-friendly strate-
gies may try to address poor performance by offering training or

4Gold HITs are stratified in varying ways across these applications and we do not
make any claim about judges’ absolute accuracy overall. Our focus is the trend in gold
accuracy, as task switching increases.
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seeking feedback, with the aim to identify task design issues that
may have been at the root cause of the poor quality output.

6 JUDGES DON’T AGREE ANYWAY
Finally, “relevance” itself is notoriously hard to define and has
been the subject of analysis and (re-)definition over decades [51,
52]. Distilling this complex notion to a usable scale, while taking
into account the variety of web search tasks and of web results, is
extremely difficult. Google’s “search quality evaluator guidelines”,
which judges are expected to digest, run to over 170 pages [27];
Bing’s guidelines are reported to run for 70 pages.5

Individual judges accordingly vary considerably in their labelling
practice, and this effect often dominates the effects due to task
switching or anchoring, or even the larger effects due to time.
For example, in our model of session length, we saw an effect
of 0.013 points per judgement in a session. Allowing for this, how-
ever, still left a very large effect due to judge: per-judge intercepts
ranged from 7 to 79 points on our 100-point scale, and there is a
13-point difference from the first to the third quartile. In our model
of time of day, we saw a much bigger effect of up to almost six
points (Figure 2), but again judge effects are large even accounting
for this (a 15-point inter-quartile range).

Judges can also disagree with themselves—that is, they can be
inconsistent. In their work with TREC labels, Scholer et al. [54]
found that when a judge saw a document whichwas a near-identical
copy of one they had seen earlier, for the same topic, there was
a 15–24% chance they would assign a different label. (The chance
varied according to collection, and hence according to the type of
document and the labelling scheme.) In some, but not all, document
collections this chance increased as more time passed between
duplicates. Scholer et al. considered this evidence either that judges
tended to forget guidelines, or that their view of relevance changed
as time went on. We add that this might also be due to any of the
factors listed above. Scholer et al.’s effect was big enough to change
system orderings, even after aggregating over queries. We do not
have comparable data in our collection, but there is no reason to
believe our judges would be any more self-consistent.

7 CONCLUSIONS AND RECOMMENDATIONS
Just likemany other researchers, we rely on crowdworkers labelling
web documents as a critical part of our evaluations. These crowd
workers are subject to the same cognitive biases, shortcuts, and
distractions as anyone else, and we see evidence of this in the labels
we gather. These effects include large swings in labels across the
day and week; fatigue during a labelling session; anchoring and
mere-exposure effects; and left-side bias. We also see evidence that
task switching introduces inaccuracy in labelling, although crowd
systems almost inevitably drive workers to this; and evidence that
simple disagreement introduces large differences between workers.

Table 2 summarises our results. The scale of these effects is
specific to our tasks, ranking algorithms, queries, platform, scale,
and labelling interface—amongst other factors—and effects will also
vary more or less by specific individuals or cohorts of judges. The

5See for example https://blog.searchevaluator.com/web-content-assessor-lionbridge/,
reporting “about 70 pages” in August 2020.

existence of these effects, however, we expect to be common across
most crowd labelling, especially relevance labelling.

7.1 Interactions
In our analysis, we have examined the effects independently. These
effects, of course, are very likely to interact: we might, for example,
see more order effects when a judge is already tired, or there might
be an interaction between time of day, day of week, and judge
location (for example, around what counts as a weekend, or what
are normal working hours). Any of these could further skew crowd-
based evaluations.

The data we used was pulled from a range of different exper-
iments, so robust analysis of all interactions is not possible here.
There are also, of course, very many possible interactions; the re-
sulting models quickly get very complex, and accordingly harder
to interpret and use.6 We can however summarise some examples:

Fatigue and time of day. We previously showed an effect due to
time in the judging session, whereby scores tend to get higher over
time (Section 3). This effect interacts with the (judge-local) hour of
the day, such that the effect is largest at either end of the workday
(23 times higher at 8am and 5pm, 15 times higher at 9am, 7 times
higher at 6pm) and reverses in the middle of the night (−16 times
at 10pm for example, through to −11 times at 4am; all specified
interactions statistically significant per ANOVA F , p < .05, judge
as a random effect). That is, scores tend to inflate as people work
longer during the day, but deflate the longer people work overnight.
This may be due to a combination of fatigue and underlying effects.

Time of day and day of week. We also see an effect on label due to
the interaction between time of day and day of week. On weekends
(Saturday and Sunday), there is less negative effect in the late night
and early morning, but lower labels on average during the late
afternoon and early evening (ANOVA F varies, p < .05).

Given the possible complexity of these interactions, further effort is
needed to define a subset which are interesting prima facie: ideally,
wewould list interactionswe expect to be substantial and alsowhich
we can control, to debias our labels. Testing for and modelling these
interactions, and testing the debiasing, we leave for future work.

7.2 Recommendations
From our observations above, we can propose a small set of princi-
ples for crowd relevance labelling. Evaluation is almost always a
comparison—comparing two ranking algorithms, or two variants
of one ranking algorithm—so we want the labels on which our
scores are based to vary only according to the quality of the rank-
ing algorithms’ results. This means we must minimise other effects,
including those discussed above. Draws et al. [16] offer a useful
twelve-item checklist of cognitive biases to watch for, and suggest
researchers (1) assess, (2) mitigate, and (3) document these. To that
list, we would add further recommendations to address the biases
and observations above:

6For example, modelling the interaction between day of week, hour of day, and judge
location leads to well over 3000 effects.

https://blog.searchevaluator.com/web-content-assessor-lionbridge/
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Table 2: Summary of the effects discussed in our examples. The data here is specific to our tasks, judges, ranking algorithms,
queries, etc; but the biases represented here are likely to be observed in any large-scale crowd labelling programme.

Factor Effect

Document judging (100-point scale)
Time of day −3.79 to +2.71 points
Day of week −1.02 to +1.22 points (but varies by region)
Time in session +1.09 per hour (and variance reduces)
Sequence in session +0.013 per score given (and variance reduces)
Exposure to host +0.5 per exposure
Anchoring on judge’s first label varies across a session

SERP-pair preference judging
Left-side bias 2%–51%

All crowd tasks
Task switching −0.3% agreement per application in a day

(1) Minimise the effect of time and day by releasing labelling jobs
at the same time whenever possible, and especially by releasing
jobs for all ranking algorithms simultaneously; and

(2) Include some overlap between batches (some documents judged
at more than one time), to observe the difference.

(3) In side-by-side comparisons, always balance the two views: that
is, have each system be both shown in equal proportions on the
left and on the right over time.

(4) Make changes to the judgement process to address anchoring,
fatigue, and task switching effects, where possible. The first can
be minimised by mixing queries in the same session, so docu-
ments are clearly different and judges come closer to making
absolute judgements. To control the second, it may be worth-
while capping the number of documents labelled in one session
or in one day. Task switches are hard to control unless we con-
trol the platform, and will be only partially controlled even then,
and is a crude response to designing slow and/or boring tasks in
the first place. Happily, observed effects due to task switching
are small.

(5) Measure and be aware of per-judge differences; consider nor-
malising for this.

(6) Importantly: regardless of what mechanism(s) are used, look
for, measure, and report these sorts of effects and measure and
report the efficacy of any controls.

7.3 Conclusions
We conclude with three observations.

Effect on production metrics. First, the various effects above—
especially the large effects due to judge priors, time of day, and day
of week—have led to material changes in production metrics, at
scale in Bing. The effect which we attribute to the religious festival
may be obvious from looking at the data; however, the root cause
took some time to identify (and our hypothesis is impossible to
prove), and in the interim our metric was unreliable. Effects due to
time were not as obvious day to day, although from our experience
we knew to look for these after seeing errors in unrelated, pre-
production, systems. The other effects are more subtle and we

may never have noticed them without careful checking. Regardless,
these all influence large-scale measurement.

Effect on research evaluations. The exact shape and size of these
effects is of course particular to our tasks and our crowd, but we
expect similar effects elsewhere—especially since these are manifes-
tations of broad human biases, shortcuts, and physiological factors.
That suggests that metrics elsewhere, including in the research
literature, may be impacted. Unlike production metrics, there is
not likely to be experience from running the same evaluations re-
peatedly. We could quite easily miss any bias, until and unless we
routinely test for these effects and report appropriately. This is
important for large-scale exercises, where labelling may involve
many people or may run for days at a time. It is especially impor-
tant where this may interact with an imbalance between systems
under test—for example, if one system is tested later than another,
so day-of-week effects shift the two sets of labels differently. This
is common if one system did not contribute to the original pool, or
if the pool is not randomised before labelling.

Emphasis and terminology. Finally, we observe that it is common,
on seeing crowd data deviating from our expectation, to refer to
“noise” or “judge error” [for example 13, 36, 54]. Some of the de-
viation may fairly be so called; but there is a reasonable fraction
which has some structure, which is therefore predictable to some
extent, and which can be explained by the usual human biases and
incentives. It is not an “error”, nor simply “noise”, to be subject to
anchoring, exposure, or to get tired or hungry. We need to account
for the human processes involved in labelling, and the predictable
ways these might influence our results. At the end of the day, “the
crowd” is comprised of people.

7.4 Future work
Our work has shown that there are many human factors that can
impact the use of crowd labelling for search evaluation and affect
the results that are obtained. Future work includes expanding the
scope of this work to include other effects (e.g., additional cogni-
tive biases [4] and other physiological factors such as sleep quality,
which can be estimated at scale in search settings [3] and can affect
cognitive performance). It should also include interactions between
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effects, as well as tasks in the IR domain beyond search result evalu-
ation, e.g., query classification. We also need to perform additional
analysis, including using causal inference methods [31] to more
fully understand causality in settings such as task switching or
multitasking, and additional experimentation to focus on specific
research questions of interest, e.g., variations in judging per indi-
viduals or cohorts or effects over multiple judging sessions. Overall,
it is clear that better understanding factors that affect the crowd
is a rich and important research area that needs more investiga-
tion. We hope that this initial foray paves the way for considerable
additional study.
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