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ABSTRACT
Digital assistants help people perform simple tasks, including sched-
uling, home automation, information look up, and question answer-
ing. Current assistants offer less support for accomplishing more
complex tasks comprising multiple steps. These tasks sometimes
require the ability to leverage the capabilities of multiple devices.
Ideal smart assistants for such complex scenarios would track task
progress and recommend useful and appropriate information at
every step of the procedure. To this end, we introduce the novel
notion of step-wise recommendation as a means of automatically
providing guidance relevant to the current step in a complex task.
We employ a common real-life scenario for this purpose: recipe
preparation. We demonstrate how a smart assistant can be devel-
oped to offer support for complex tasks enabled by multi-modal
inputs and outputs through multiple devices (i.e., smart speakers,
tablets, or other smart devices available in kitchens). We develop
step-wise recommendation models for this scenario and analyze
their efficacy for: (1) different prediction tasks (e.g., resources, de-
vices), and (2) different contextual information used to make the
prediction (e.g., completed steps, current step, and importantly,
future steps). Our recommendation model achieves a prediction
accuracy of 83-96%, depending on the prediction task and context
used. The findings have implications for the design of intelligent
systems to help people accomplish complex tasks.

CCS CONCEPTS
• Human-centered computing → Interaction paradigms; •
Information systems → Recommender systems; • Comput-
ing methodologies →Machine learning.
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Figure 1: Example of a user cooking a recipe with assistance
from a multi-device cooking application, AskChef. The ap-
plication provides a recommendation for every step and
leverages the capabilities andmodalities of the devices avail-
able at cooking time (in this case, a smart speaker (lower
right of the figure) and a laptop (middle right of the figure).

1 INTRODUCTION
There has been a steady growth in the popularity of smart digital
assistance in recent years [1, 37]. This trend is forecast to continue,
with a predicted compound annual growth rate exceeding 50% by
2020 [50, 67]. Digital assistants (DAs) such as AmazonAlexa, Google
Assistant, and Microsoft Cortana can already help their users ac-
complish simple tasks such as playing music, checking weather,
and controlling smart devices in their environment (e.g., appliances,
lighting, thermostats) [31]. It is natural to expect that the capabili-
ties of DAs will continue to grow, e.g., to span multiple devices that
users already own and have at their disposal, such as smartphones,
smart wearable devices, tablets, and desktop (or laptop) computers.
An example of this type of multi-device assistance with two devices
(a laptop and a smart speaker) is shown in Figure 1. Each device has
unique strengths in aspects such as display, compute, portability,
sensing, communications, and input. Greater availability of cloud
services, coupled with the large number of digital devices available
in people’s daily environment, create unique opportunities for DAs
to support multi-device scenarios and provide guidance across a
wider range of complex tasks that people perform regularly (e.g.,
cooking a new recipe, home or auto repair, or furniture assembly)
[69]. Assisting people with complex tasks, often involving multiple
steps, requires a sound understanding of the task, and the current
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status of the user, as well as knowledge of the portfolio of devices
available to the user at the current time [32].

Towards this goal, in this research we introduce the novel notion
of step-wise recommendation, a means to provide users with support
for the completion of complex tasks based on their status in the
task and different sources of contextual information. Step-wise
recommendation enables DAs to leverage the knowledge of all
steps in a task, including future steps (if available), to help guide
users as they make progress.

For decades, researchers have studied the recommendation of
interesting items based on the ratings of others [23], user profiles
[48], and the combination of these sources [39]. Prior work has also
used implicit signals from task contexts and user histories for rec-
ommendations [2, 15], including task dialogs [71] and session data
[56]. However, there has been less focus on support for sequential
tasks and on using the content of past, current, and future steps
(often known in advance for multi-step tasks such as cooking) to
provide appropriate recommendations. Our research on step-wise
recommendation is substantiated based on a working prototype of
a multi-device experience (MDX) developed to help people prepare
recipes [69] (Figure 1). Recipe preparation (our chosen domain) is
an excellent example of a complex multi-step task, in which differ-
ent formats of assistance (e.g., voice and visual assistance deployed
from smart speakers and screens) are helpful to users, who need
to allocate attention to following recipe instructions, as well as
execution with their hands and ingredients in the physical world.

Task support for recipe preparation, and complex tasks in gen-
eral, requires not only knowledge of the steps in the task and rele-
vant digital resources, but also physical objects such as available
companion devices and their capabilities (e.g., recommending a user
turn their attention to an instructional video on a nearby tablet).
To address this challenge, we develop step-wise recommendation
models using a benchmarking dataset from public recipe data (with
multiple recipe preparation steps) and employ human judges to pro-
vide recommendation labels for each step. We show how variations
of recurrent neural networks (RNNs) trained and evaluated on that
dataset can provide step-wise recommendations (e.g., for online
resources, companion devices, actions, etc.) at every step of the
task, using different contextual information for prediction purposes.
Beyond task histories, which are well explored in recommendations
research [2], using the information from future steps (what the user
will do next, which is known when steps are enumerated) to provide
recommendations for the current step is a novel aspect of this work.

The paper makes the following research contributions:
• Introduce step-wise recommendation as a new challenge in helping
people tackle complex tasks, in our case focused on multi-device
and multi-modal interactions in recipe preparation.

• Develop machine learned models for step-wise recommendation
that tackle different prediction tasks and use different contextual
information (i.e., past, present, and/or future steps).

• Show that our recurrent neural network (RNN) model performs
strongly at a range of prediction tasks/contexts and significantly
outperforms a linear baseline (logistic regression) according to
paired sample t-test, (p < 0.05).

• Present implications of these findings for the design of task sup-
port in digital assistants, recommender systems, and intelligent
systems in general.

The remainder of the paper is structured as follows: Section
2 outlines related work in areas such as recommendation, task
assistance, and multi-device experiences. Section 3 describes the
MDX setup used to frame our recommendation problem. Section 4
defines step-wise recommendation in this setting and in general.
The results are presented in Section 5, and are discussed along with
their implications in Section 6. We conclude in Section 7 with a
summary of our findings and pointers to future work.

2 BACKGROUND
Research in several areas is relevant to the work described in this
paper, including contextual recommendation systems, task assis-
tance (in general and in the cooking domain), and utilizing multiple
devices to support task completion.

2.1 Recommendation
There has been considerable research on recommendation systems,
based on collaborative filtering and consideration of user profiles
[23, 39, 48]. While the specific details vary from work to work,
context can broadly be defined as the set of characteristics and
features that are considered for making recommendations. User
histories collected over time can yield useful information about
interests and preferences [15, 59]. Item-to-item recommendations
have been proposed as a way to address the absence of user profiles
or histories [55]. The use of contextual signals, such as temporal
sequencing [34] and physical location [47], to dynamically adapt
suggestions has also been explored in depth. Perhaps most rele-
vant to our work is research on session-based recommendations
[56], where the local task context is used to generate suggestions
relevant to the current point in time. As with our study, RNNs
have been successfully applied for session-based recommendations
[25, 62]. However, in prior work, the session data typically only
comprise time-bounded sequences of previous user actions (e.g.,
clicks, views) not the content of the task steps with their associated
semantics nor the content of future steps, as we utilize in this study.
The “personalized next-step recommendation framework” [46] is
another example of research on contextual and adaptive recom-
mendation, where the goal is to predict the next page that users
are likely to spend significant time on. Step-wise recommendation
for multi-step tasks, which we introduce in this paper, was not
explored in that research.

2.2 General Task Assistance
Task completion is an important issue and many best practices and
solutions have been proposed [4, 14]. Enabling intelligent systems
to directly offer task assistance requires a solid understanding of
user goals and intentions [27, 61] and their current task state [27, 32].
Dialog management tools (e.g., RavenClaw [8]) have been used to
build task-support-oriented dialog systems that offer guided task
completion [3, 9]. Conversational agents can help individuals com-
plete complex activities such as open-ended data science tasks [20]
or form filling on the web [5, 28], and coordinate task completion
between individuals [42, 64]. There has been additional research on
creating multi-modal tools with more capability in deducing user
status than conventional conversational assistants [32, 53]. More
broadly, intelligent tutoring systems can follow students’ reasoning



and provide feedback on errors at every step in the learning process
[40]. Step-by-step tutorials can be automatically derived from user
demonstrations [13] or from community-generated videos [66].
Chang et al. [12] explored the use of voice interactions with video
tutorials to help people navigate those videos as they attempted
complex tasks. None of the aforementioned research in the dialog
community or tutoring systems literature addresses the need for
step-wise recommendation for complex sequential task support,
especially across multiple devices.

2.3 Multi-device Task Support
The use of multiple digital devices to support people’s activities has
long been of interest to researchers [68]. The majority of United
States residents own multiple digital devices. This fact makes multi-
device task support (or MDXs, introduced earlier), spanning multi-
ple devices simultaneously, viable for many individuals. The imme-
diate advantage is the ability to leverage the unique strengths in
each device to help people complete tasks [18, 58]. Devices can be
used sequentially or in parallel, with the latter being more common
in current practice [29]. The allocation of aspects of the complex
tasks to devices can be based on many requirements, including
form factors, functionalities, and convenience [16, 29, 54].

Returning to the cooking domain, as part of our work on MDXs,
we presented a guided task completion system that used the capa-
bilities of different devices simultaneously to drive task completion
[69]. MDXs differ from cross-device experiences (CDXs) discussed
in the literature on interaction design, human factors, and pervasive
and ubiquitous computing [18, 58]. CDXs mainly focus on scenarios
such as commanding (remote control), casting (displaying content
from one device on another device), and task continuation (pausing
and resuming tasks over time). Devices in CDXs are often used
sequentially based on their suitability and availability, but in MDX
scenarios, devices are used simultaneously, complementing one
another’s capabilities and addressing shortfalls in what individual
devices can do alone. For instance, although a tablet/laptop device
might have speaker and microphone, they might not be able to
sufficiently support the needs that a far-field speaker can address,
especially in a more noisy environment and/or when the user is far
from the microphone (as might be the case in a cooking scenario,
for example). A significant advantage of MDXs is that people can
get immediate support by enabling users to pull together devices
that they already own [69].

2.4 Task Assistance for Recipe Preparation
Recipe preparation is a good example of a common scenario in daily
life in which people benefit from having an assistant which can
guide them through the multiple steps of the recipe. Presence of
multiple smart devices in kitchen spaces also makes it an excellent
example of how MDX task support can be provided to users. Smart
speakers are often placed in the kitchens of homes [44]. Digital
assistants are often used for aspects of cooking such as setting
timers or managing related processes [21]. In their current form,
these assistants help users follow the step-by-step instructions
that comprise recipes [51, 60]. Early discourse models in the recipe
domain (e.g., [22]) have extended into coaching scenarios, where the
user is guided during the preparation of a recipe using spoken dialog

Figure 2:Multi-device supportwith theAskChef application
built on our MDX framework, showing a smart speaker and
a tablet device being used simultaneously.

[38, 45]. Beyond direct spoken dialog commands and questions,
Vtyurina and Fourney [65] demonstrated the importance of implicit
verbal cues in the design of guided task experiences (e.g., “yup” or
“alright” as an implicit request for the next step) in the cooking
domain. Intelligence can also extend beyond task guidance, e.g.,
mining instructions from recipe pages which lack semantic markup
to broaden the reach of task support [30] or identifying recipe
refinements from user comments in online recipes [19].

2.5 Contributions Over Previous Work
Our research makes several contributions over prior work. First,
although the use of context and user history to generate recommen-
dations has been studied extensively, focusing on complex tasks
and using user history and future steps to help with the current task
step has not been as well studied. Session-based recommendations
have used prior events rather than semantically-rich previous steps
in the task. Second, research on task assistance typically focuses on
the task holistically rather than helping users in a step-wise manner,
which enables the provision of targeted recommendations at the
right time. Third, task assistance in the cooking domain focuses
on guiding users through the steps of a task rather than providing
additional support (digital resources, devices, etc.) to augment the
task completion experience. Finally, prior work on multi-device sup-
port designs end-to-end experiences using multiple devices, which
are known to the system in advance, rather than recommending
devices that could best help the user with their current step.

Before describing our step-wise recommendation methods, we
first briefly describe the AskChef cooking application, in which we
ground our research on step-wise recommendation, and the MDX
framework on which that application was developed.

3 ASKCHEF
We envisage deploying step-wise recommendations in a guided
task completion scenario similar to AskChef [43, 69]. AskChef is a
cooking application built on top of a generic framework we have
developed to enable developers to create their own MDXs.



The MDX framework consists of three layers: (1) system, (2) in-
telligence, and (3) user experience (UX). The System layer provides
the necessary infrastructure to manage authentication, state man-
agement (both dialog context and navigational context), parsing
of web page content (in [43] this focused on web pages that use
schema.org semantic markup), and synchronization across devices
via an event hub. The Intelligence layer provides the models nec-
essary for language understanding (recognizing the intent of, and
responding to, user utterances), document understanding, question
understanding, and answer generation. Domain models apply to the
specific domain supported in the experience (cooking in the case of
AskChef). Horizontal models span domains and offer support for
more general activities such as navigation (scrolling, pagination,
etc.). Finally, the UX layer provides the visual presentation logic for
visualizing the current state. The visual UX layer can be applied on
top of third-party web content (e.g., via a web browser extension)
or integrated into first-party experiences directly. In the case of
cooking, the UX layer presents the recipe, highlights the current
step, and provides a visual readout of spoken responses.

The MDX framework allows the deployment and synchroniza-
tion of multiple devices for task assistance. For example, in the case
of the AskChef application, a smart speaker, such as a Amazon Echo
or Google Home, is paired with a screen-capable device such as PC,
tablet, or smartphone to add a visual interface to the experience; see
Figure 2. This enables users to quickly and easily recognize where
they are within a given task. To support such a system, a broker
component sits between the web page content and backend services
(i.e., smart speaker skill, intent understanding, question-answering
models, etc.). The broker exposes an application programming in-
terface (API) which provides synchronization of actions between
the voice and visual interfaces, as well as enabling visual cues to
the user (e.g., step-by-step highlighting) indicating where they are
within a task. This can be especially useful given the well-known
limitations of short-term memory [41] and associated difficulties
in keeping track of task state when engaged in a complex task.

As mentioned earlier, Figure 1 shows an example of typical cook-
ing setup in AskChef, where a participant in a user study [43]
receives multi-device support via a smart speaker and laptop. In the
implementation of AskChef used by Nouri et al. [43], a web browser
plugin was employed to unobtrusively overlay task guidance on
existing recipe web sites. Figure 3 shows an alternative implemen-
tation (a closeup of the experience shown in the screen in Figure 2)
whereby the guided task support from AskChef (e.g., highlight step
and/or answers questions) is offered via a dedicated user experience,
separate from the underlying first-party website (Contoso Cooks),
with larger font (visible from a distance) and clearer information
about the current step and task progress (through an on-screen
progress bar near the bottom of Figure 3).

Interactions with AskChef take two forms: (1) Voice commands
used for navigation within a task (e.g., asking “what is the next
step?”) and open-ended question-and-answer exchanges specific to
the task, and (2) Touch commands, either via mouse or finger(s) used
for navigation within a specific task. AskChef updates the task state
or responds with an appropriate answer when users pose questions
regarding the task. The cooking task is considered completed once
users reach the last step in the recipe. It is during such step-by-step
progress through a complex task that an intelligent system could

Figure 3: Screenshot of the AskChef application visual inter-
face for first-party content (in this case an internal cooking
website created for demonstration purposes). In this exam-
ple, the system has highlighted the current step (Step 3) in
response to a user voice request (“what’s the 3rd step?”).

offer step-wise recommendations to users that consider the current
step in the task and prior/future steps.

4 STEP-WISE RECOMMENDATION
Step-wise recommendation is a challenging activity that aims to
align content of a complex task (recipe information, instructions,
and support in the context of the AskChef application introduced
in the previous section) with world knowledge related to the task
(task progression status and multi-modal contextual features sensed
from the environment) and user state. Our goal is to provide suit-
able recommendations to users at different steps throughout the
complex task during the use of a multi-device DA. Information
regarding the task (e.g., recipe steps) is already known to the DA,
however, consideration of the set up and the dynamics of the in-
teraction between the user and the system, real-world contextual
updates add a challenging level of complexity to what the recom-
mendation prediction model should do. To facilitate our research
on step-wise recommendation, we created a novel and semantically
rich benchmarking dataset that is used to train and test our predic-
tion models and could be used for a number of purposes beyond
step-wise recommendation. Sections 6 and 7 mention examples of
further applications that are suitable for this benchmark dataset.

4.1 Data
Data collection for creation of our benchmark dataset for step-wise
recommendation was performed in two steps which are described
in the following subsections.

4.1.1 Collection of the Recipe Dataset. Given our focus on the
cooking domain, recipes are the main source of data for our recom-
mendationmodels. These recipes are extracted fromwebsites which
contain content under Creative Commons attribution license. In
total, we collected 16,659 recipes from Foodista.com. These recipes
contain the following information: recipe name and identification
number, recipe yield (number of people that the recipe serves),
ingredients, and instructions. We used a subset of recipes from



this source to create tasks on a crowdsourcing platform to obtain
recommendation information and annotations from human judges.
Recipes were selected based on the quality of the recipe content
(subjectively assessed by the authors), language (narrowing it down
to English language recipes) and ensuring that each had 5-7 steps
(this was a reasonable balance between being suitable for human
labeling in a short timeframe, while still having sufficient in-task
data for recommendation purposes).

4.1.2 Collection of the Recommendation Labels on Crowdsourcing
Platform. We conducted our data collection for our recommenda-
tion benchmark dataset on a crowdsourcing platform developed
within our organization which uses external judges from vendors
such as clickworker.com. This platform connects human intelli-
gence tasks (HITs) with a large population of crowdworkers in
many geographic locales. It allows specification including participa-
tion according to the country of residence and native language (US
and English in our case), and for limiting the maximum number of
tasks done by a single worker. Crowdworkers can only work on the
HITs if they meet the requirements and read the HIT guidelines.

The HIT instructions informed the crowdworkers that the goal
was to make a food recipe step by step, while interacting with
smart devices (e.g., smart speaker plus a device with a display, as in
Figure 1). The crowdworkers were informed that the devices provide
recommendations and feedback for preparation of the recipe. A
total of 421 HITs were published resulting in annotation of 91
randomly-selected recipes with on average 5.31 steps per recipe.

Each recipe was shown in its entirety with information on the
title of the recipe and its ingredients. The HIT was designed to
dynamically enumerate and populate a table of questions for every
step in the recipe. Figure 4 (overleaf) has for an example of one
of the HITs used in the study. A set of questions are interactively
shown for every step of the instructions of the recipe and one set
of questions is asked about the entire recipe at the end of the HIT.

The specific information captured about each step was:

(1) Show suggestion:Abinary label (yes/no) indicatingwhether
the judge recommends that a suggestion be displayed.

(2) Suggestion format: The desired format of the suggestion
(e.g., video, text).

(3) Action to take:The desired action to take upon determining
the suggestion format (e.g., show image. show video)

(4) Device to use: The desired delivery mode of the suggestion
(e.g., tablet, speaker).

Following the data collection, all data collected from crowd-
workers were reviewed by one of the authors (EN) and invalid or
low-quality entries were removed. This manual quality check re-
sulted in rejection of 13.3% of the collected data. Table 1 shows the
distributions of the discrete labels in the dataset. Some steps may
receive multiple labels for the format, action, and device judgments.

Crowdsourcing was selected as the acquisition strategy for the
recommendation labels. This allowed us to obtain a reasonable num-
ber of labels quickly and at low cost. We assumed the crowdworkers
would be highly-familiar with the cooking scenario, allowing them
to provide high-quality assessments on resources and devices that
could be helpful for completing the cooking task. This is certainly
reasonable as a starting point for training our recommendation

Table 1: Discrete label distributions across all steps in the
recipes provided to crowdworkers.

Label Step Count % of Label
Show suggestion:
Yes 1860 17.6%
No 8711 82.4%
Suggestion format:
Video 925 33.6%
Text 671 24.4%
Audio 600 21.8%
Image 554 20.1%
Action to take:
Image 3250 26.3%
Video 3193 25.8%
Activate 1460 11.8%
Clarify 1349 10.9%
Substitution 1219 9.9%
Search 1217 9.8%
Show advertisement 668 5.4%
Device to use:
Tablet 4038 31.5%
Wearable 2274 17.7%
Speaker with screen 2083 16.2%
Speaker without screen 1995 15.6%
Smart appliance 1652 12.9%
Device with camera 782 6.1%

models. In practice, we would seek to further bootstrap the dataset
with data collected when the system is deployed in production.

4.2 Step-wise Recommendation Models
Our step-wise recommendation models consist of prediction mod-
els in form of binary or multi-label classification, depending on
the prediction task. Our recommendation system makes four deci-
sions at every step of the task in order to provide the appropriate
information to the user. The following sections explain the details
of what decisions are made and defines the prediction tasks for
step-wise recommendation.

4.2.1 Step-wise Decision on Recommendation. This is the primary
decision in our recommendation pipeline and involves making the
decision about whether or not a recommendation should be pre-
sented to the user. The ideal system can distinguish between points
during a task that a recommendation should be provided versus
when only conversation regarding the task instructions should be
handled. This is a critical decision for recommender systems in
general since it has been shown that undesired recommendation
can cause unnecessary distraction [24, 52].

In our research, this decision is cast as a binary classification
problem, determining whether or not the user at the current step
of the task would benefit from additional information. For example,
in Figure 3, steps 1 and 3 are straightforward and might not require
recommendations, whereas steps 2 and 4 are more complex and
might benefit from additional content (e.g., an instructional video).



Figure 4: A screenshot showing an example of the HIT developed to collect judgments on the steps in the recipe.

4.2.2 Step-wise Decision on Recommended Format. If a suggestion
is deemed appropriate for the current step in the task, a subsequent
decision would be made regarding the format of the recommen-
dation that is to be provided. In the HIT, the following choices
are shown after crowdworkers select “yes” for whether a recom-
mendation is appropriate: “Audio,” “Text,” “Image,” and “Video.”
Crowdworkers can also enter any other format. This decision is
cast as a multi-class prediction problem.

4.2.3 Step-wise Decision on Recommended Device. In the context
of multi-device usage (as with AskChef), multiple devices with
varying capabilities are synchronized together to assist the user.
Once the system has made the determination as to whether or
not to provide a recommendation and selects the most appropriate
format and action for the type of recommendation content, the
system needs to determine which available device is most suitable
for presenting this information to the user. The choices are “Smart
speaker - No screen,” “Smart speaker - Integrated screen,” “Smart
watch,” “Laptop or tablet,” “Smart kitchen appliances,” and “Device
with camera.” Crowdworkers can also enter any other device. As
with recommended format and recommended action, this decision
is cast as a multi-class prediction problem.

4.2.4 Step-wise Decision on Recommended Action. When the intel-
ligent system wants to provide a recommendation, once the system
has made the determination as to whether or not to provide a recom-
mendation and selects the most appropriate format for the type of

the recommendation content, the system needs to determine which
action would be most suitable for presenting this information to
the user. The choices for possible types of assistance are “Provide
clarification,” “Search the web,” “Show a video,” “Show a picture,”
“Activate new devices,” “Provide substitution,” “Show useful related
advertisement,” and crowdworkers can also enter any other action.
This decision is also a multi-class prediction problem.

4.3 Recommendation Models
To address the prediction tasks introduced in previous section, we
used several common machine learning algorithms to perform the
recommendation modeling. We report the results from baselines,
linear models, and neural models for all of our prediction tasks.

To run the prediction models, we split the dataset into train,
validation, and test sets with the ratio of 0.7, 0.1, and 0.2 respectively.
We use classification accuracy as the main metric for evaluating
the accuracy of our prediction models [24], which is simply the
percentage of predictions made by the classifier that are correct.

4.3.1 Baseline Models. Two baselines: (1) a random classifier that
randomly assigns class labels to instances, and (2) a marginal clas-
sifier that always assigned the dominant class labels to instances.

4.3.2 Logistic Regression Model. We use logistic regression (LR) a
more sophisticated baseline. Logistic regression is an interpretable
model that has successfully been used for text classification. This



model is compact and cost-efficient for training. We use word level
unigrams combined with term frequency - inverse document fre-
quency (TF-IDF) to represent text features.

4.3.3 Neural Models. We use neural models based on Recurrent
Neural Networks [57] for both single-class and multi-class short
text classification. RNNs’ sequential architecture allows it to exhibit
temporal behavior and capture sequential data and therefore it has
become a natural approach when dealing with textual data [33]. A
long-short-term-memory LSTM [26] network is used for our RNN
network, with 4 bidirectional layers. A single fully connected layer
is employed on top of bi-directional LSTM. We experimented with
using the following two conditions: by using the last hidden state
and using the average of all hidden states as the input to the fully-
connected classification layer. A trainable word embedding vector
is employed as input layer under two conditions: with both random
initialization and pre-trained model of GloVe embeddings [49]. The
goal is to evaluate the advantage of using pre-trained models over
random initialization. Grid-search was performed for choosing the
dimension of the Glove word embedding and the results reported
are for dimension size 300. We performed five-fold cross validation
for assessment of our models. The results of our experiments are
reported in detail in the next section.

5 EXPERIMENTS AND RESULTS
In this section, we describe the experimental methodology and
present the results of our experiments. For each of the prediction
tasks that we have already defined in Section 4.2, we study how
the various recommendation models (random and marginal base-
lines, logistic regression, and neural network) perform under three
distinct conditions:

(1) Recommendation in the moment: Consideration of the
information from the current step of the task (i.e., the step
that the user is currently executing).

(2) Recommendation based on current step + past history:
Consideration of current step plus additional information
from the previous steps in the task.

(3) Recommendation based on current step + future plan-
ning: Consideration of current step plus additional informa-
tion from the future steps in the task.

The reason that we are studying these three conditions is the as-
sumption that contextual information (including future steps, often
unavailable for many recommendation scenarios, but available in
this setting) is a useful basis on which to generate recommendations
tailored to the current situation. This is the major distinction in how
our recommendation model operates as opposed to conventional
models, which are commonly cast as a problem of ranking among
available alternatives. In this section, we review the findings from
our experiments in applying the prediction models.

5.1 Decision on Recommendation
This decision is cast as a binary classification problem, determining
whether or not recommendation is needed at each step. Table 2
shows the accuracy of our models for deciding whether or not
the assistant should provide a recommendation to the user. The
accuracy metrics are computed across all steps in the test set (20% of

the labeled dataset). Based on the results of our experiments, we can
see that prediction accuracy for the logistic regression model shows
improvement in performance oncehistory and future information
(see Section 5 for a definition) are considered by the prediction
model, increasing from 55.1% to 77.6% and 77.3% respectively, with
considering the history achieving the best performance among all.
In the case of the neural networkmodels, consideration of the future
steps results in statistically significant (according to paired sample
t-test, p < 0.05) improvements in model accuracy for both versions
of the RNN model based only on the current step, increasing from
87.5% to 93.0%, and RNN combined with GloVe increasing from
88.7% to 93.4%.

5.2 Decision on Recommended Format
As described in Section 4.2.2, if the decision to provide a recom-
mendation is affirmative, a subsequent decision would be made
regarding its format (video, image, etc.). The results for this task
are reported in Table 3. Based on the results of our experiments,
prediction accuracy for the logistic regression model shows im-
provement in performance once history and future information
are considered by the prediction model, increasing from 73.4% to
81.3% and 81.8% respectively, with the consideration of history in-
formation achieving the highest performance among all. In the case
of the neural network models, considering the future steps results
in statistically significant improvements in model accuracy for both
versions of the RNN model is achieved over the LR model and the
baselines (according to paired sample t-test, p < 0.05), increasing
from 91.9% to 95.1%. RNN combined with GloVe increased model
accuracy from 94.4% to 95.7%. The addition of semantic representa-
tions such as GloVe appears to benefit the RNNmodels considerably.
It may be that semantics are closely connected to the best format
to represent (and hence, perhaps, support) the current task step.

5.3 Decision on Recommended Device
In the context multi-device usage, multiple devices with varying
capabilities are synchronized together to assist the user. After the
system determines to provide a recommendation and selects the
most appropriate format and action, it also needs to determine
which available device would be most suitable for presenting this
information to the user. The results of our prediction model for
this decision are shown in Table 4. Based on the results of our
experiments, prediction accuracy for the logistic regression model
shows an improvement in performance once history and future
information are considered, increasing from 73.8% to 83.4% and
83.1% respectively. For the neural network models, considering the
future steps leads to significant improvements in performance for
both versions of the RNN model (according to paired sample t-test,
p < 0.05)), increasing from 84.8% to 86.3%. For RNN combined
with GloVe, model accuracy increases from 82.8% to 83.3%. As with
the decision on recommended format, semantics may be highly
connected to the device type.

5.4 Decision on Recommended Action
Once the system has made the determination to make a recommen-
dation it chooses the most appropriate form of action to suggest
to the user. The results for this decision are shown in Table 5.



Table 2: Accuracy of models for decided whether a recommendation is needed. Models which significantly outperform both
baselines (according to paired sample t-test, p < 0.05) are denoted with (*). Best performing models for each condition are
shown in bold.

Condition Only current step Previous steps + current step Current step + future steps
Random 50.00 50.00 50.00
Marginal 82.40 82.40 82.40
Logistic Regression 55.10 77.60 77.30
RNN 87.50 * 84.37 * 92.96 *
RNN+GloVe 300 88.67 * 89.45 * 93.36 *

Table 3: Accuracy of models for deciding recommended format. Models which significantly outperform both baselines (ac-
cording to paired sample t-test, p < 0.05) are denoted with (*). Best performing models for each condition are shown in bold.

Condition Only current step Previous steps + current step Current step + future steps
Random 25.00 25.00 25.00
Marginal 33.64 33.64 33.64
Logistic Regression 73.37 * 81.29 * 81.77 *
RNN 91.90 * 93.30 * 95.10 *
RNN+GloVe 300 94.40 * 89.20 * 95.70 *

Table 4: Accuracy of models for deciding recommended devices. Models which significantly outperform both baselines (ac-
cording to paired sample t-test, p < 0.05) are denoted with (*). Best performing models for each condition are shown in bold.

Condition Only current step Previous steps + current step Current step + future steps
Random 16.67 16.67 16.67
Marginal 31.49 31.49 31.49
Logistic Regression 73.80 * 83.43 * 83.12 *
RNN 84.80 * 89.70 * 86.30 *
RNN+GloVe 300 82.80 * 89.30 * 83.30 *

Table 5: Accuracy of models for deciding recommended actions. Models which significantly outperform both baselines (ac-
cording to paired sample t-test, p < 0.05) are denoted with (*). Best performing models for each condition are shown in bold.

Condition Only current step Previous steps + current step Current step + future steps
Random 14.28 14.28 14.28
Marginal 26.30 26.30 26.30
Logistic Regression 79.36 * 85.93 * 84.97 *
RNN 87.60 * 89.00 * 92.40 *
RNN+GloVe 300 88.20 * 91.10 * 92.00 *

The experimental results show that prediction accuracy for the
logistic regression model improves once history and future in-
formation are considered, increasing from an accuracy of 79.4%
to 85.9% and 85.0% respectively. In the case of the neural network
models, considering the future steps results in statistically signif-
icant improvements (according to paired sample t-test, p < 0.05)
in performance for both versions of the RNN model based on the
current step, increasing from 87.6% to 92.4%. RNN combined with
GloVe increases model accuracy from 88.2% to 92.0%. The RNN
model results in highest performance for all three conditions.

6 DISCUSSION AND IMPLICATIONS
This study has introduced step-wise recommendation and shown
that it is feasible to generate reasonable recommendations for the
current step in a complex task, using data from that step plus other
information in the task (past or future). Our study shows that RNN-
based approaches perform well at the task and that these models
can be enhanced through the addition of semantic information
via word embeddings. We also show that by adding the context
(additional steps from the same task) the accuracy of the predictions
improves. Future steps help for some prediction tasks (whether a
recommendation is required and format) but not for others (actions
and devices). One explanation for this is that actions and devices
are encoded in preceding steps of the task and that future steps



denote a change in direction, where new actions or devices are
required, that can in fact lessen prediction performance.

The findings are promising for the development of task support
to help surface the additional information to people at the right
time. This relates to research on just-in-time information access
[10]. Although the study focused on the cooking domain, there
are many other application domains containing complex tasks,
including home and auto repair, furniture assembly, and calendar
management. The study was performed in the context of multiple
device usage, which unlocks a range of new interactive experiences
to help users complete complex tasks. As the results of our study
show, the methods could still be applied in single-device settings
where there are no companion devices, e.g., for determining the
best format for the current step or useful actions.

There are a few limitations that we should acknowledge. One
limitation is the size of the dataset used in the study. More work is
needed to collect a larger dataset and understand the effects of data
volume on the accuracy of the predictions. Another is the nature
of the data used, which is limited to the text of the steps in the task
(from which semantic representations [namely word embeddings
and pretrained models] can be derived). An ideal recommendation
model should also consider data from user interactions and other
related sources of information that integrate the world knowledge
related to the task. Currently, our main source of data for train-
ing the recommendation models is the information from recipes
extracted from online sources. This is primarily because of our lim-
itations in collecting a scalable amount of data of users using our
AskChef application to cook actual recipes. One solution that we are
investigating is the possibility of collecting usage data on a crowd-
sourcing platform by imposing the requirement that crowdworkers
have at least a screen and speaker and perhaps even perform physi-
cal tasks such as recipe preparation. Another solution is alignment
of other sources for world knowledge (e.g., Wikipedia pages and
recipe cooking video content on the web) which is related to our
task with our recipe dataset. A final limitation is a lack of access
to the context of use, e.g., which devices are available to the user
at the time of the task, which is an important factor to consider
during recommendation generation.

Since this is the first study of step-wise recommendation for
complex task support, there are many avenues for future work.
This includes considering the interactions and dependencies be-
tween different steps in the task rather (e.g., co-references, etc.)
rather than only considering them only as blocks of text. In this
study, we considered each of the prediction tasks independently.
An interesting angle for future work is to leverage research on
multi-target learning [7] and multi-task learning [11], to allow in-
teractions between different prediction outcomes to be considered
(e.g., predicting the format/action/device is not required if no rec-
ommendation is needed). Finally, it is important to explore the
development of generative models (e.g., [36, 63]) to create content
for the recommendation [6].

7 CONCLUSIONS AND FUTUREWORK
This paper has introduced step-wise recommendation as a way
to support users engaged in complex tasks. We focused on the
cooking domain and a multi-device setting, given the complexity

of the tasks, the availability of data, and the richness of the rec-
ommendation possibilities. We built deep learning models for a
range of prediction tasks: whether a recommendation is needed,
what format the suggestions should take, what actions should be
taken, and which device should be used. Our deep learning models
outperformed our baselines and a logistic regression model, and
the results showed that the addition of semantic information about
the preceding and succeeding steps yielded further gains in predic-
tion accuracy. As part of the future work we will investigate the
performance of the transformer based text encoder models such
as BERT [17], RoBERTa [35] and XLNet [70] for recommendation
modeling. In addition, future work is needed to explore alternative
application scenarios and domains. There are also a range of im-
portant follow-ups in considering collecting additional data and
building more sophisticated recommendation algorithms that ac-
count for the context of use (e.g., available devices that the user has
permission to use) and more fully model the relationships between
the current step and the other steps in the complex task.
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