ABSTRACT
In this paper, we list several features of faceted search and challenge their implicit assumptions.
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H.3.3 [Information Storage and Retrieval]: Information Search and Retrieval – information filtering, query formulation, relevance feedback, retrieval models, search process, selection process.  H.5.2 [Information Interfaces and Presentation]: User Interfaces – graphical user interfaces (GUI), theory and methods, user-centered design.  I.2.4 [Artificial Intelligence]: Knowledge Representation Formalisms and Methods – semantic networks.
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1. INTRODUCTION
Faceted search has emerged as one of the most effective processes for exploratory search and discovery. It allows the user to locate the records of interest by following, in any order, the process of iterative refinement; it also permits discovering unknown data by exposing the sets of data facets that offer both refinement and data-at-a-glance summarization. When even such a change-resistant organization as the U.S. Government embraces faceted search (http://www.whitehouse.gov/search), one can justify considering this process to be the standard way to resolve information retrieval needs.

On one hand, the usage patterns and interface details for faceted search have been ironed out and standardized. Users are starting to use faceted search applications and transferring such acquired knowledge to other applications that utilize the same process [4]. Since faceted search user interfaces exhibit similar look and predictable behavior, the experience of using, for example, HomeDepot.com can be easily replicated at Lowes.com. On the other hand, like every successful idea, faceted search is headed toward the point in its evolution where it is starting to ossify. The main aim of this paper is, in particular, to list several assumptions of the faceted search experience that are ripe for reconsideration; and, more broadly, to suggest that faceted search, however successful its implementations have been, still contains plenty of unexplored possibilities and can support a plethora of novel applications. The first and third ideas below were successfully prototyped; the second one is currently being investigated.

2. CUSTOM DIMENSIONS
The power of faceted search comes, quite (tautologously), from facets: navigable and summarizable properties, tagged onto the records in the system. The problem with such facets is that they have to be created in advance (usually, during data pre-processing), are inflexible (cannot be modified), and might not suit the particular search intent of a given user. While this does apply to numerical properties, the recent advances in analytics allow rapid computation of derived metrics, thus somewhat alleviating the problem (see “Dynamic Facets” section in [1]). With topical (keyword) properties, such as salient natural language terms, however, the issues above fully apply. A text corpus that have been parsed and tagged with typed entities of Person, Organization, and Location type might not suit the needs of the user who is interested in navigating the dimensions of car parts or exploring noteworthy neighborhoods of New York City.

Prior work exists [3, 7, 8] that combines pre-extracted salient terms into topical dimensions; the work in [5] detects particular dimensions that the systems considers useful as leading to potential refinements. We, however, posit the need of a system that is capable of creating such topical dimensions with no pre-processing required whatsoever.

We have created a prototype that allows new dimensions to be created at query-time, combining Endeca (http://endeca.com/) structureless database with WordNet semantic network (http://wordnet.princeton.edu/). See Figure 1 for the diagram of the user interface and interaction model. In such an interface, the user can enter at query time a seed topic for the automated creation of an additional dimension. This topic term is queried against WordNet, retrieving all its senses. For each sense, we retrieve all related terms by following the meronym, holonym, and hyponym network edges. The results are considered as candidates for our refinements. As the last step, the candidates are checked against the corpus (of course, it is also possible to check the candidates against the current search result / navigation state), by measuring their precision and recall relative to the topic term. The candidates that have sufficiently high f-measures are returned to the user as refinements, along with the counts of matching
documents. When the user clicks on a refinement, the system can perform search for the text of the refinement term – or, if the corpus contains a salient terms dimension and the refinement candidates have been selected from the set of these terms, the action can lead to a traditional dimensional refinement.

As an example, see Figure 2. For the user topic “New York”, the system detected two senses (New York as the city vs. New York as the state) and created corresponding refinements. Naturally, the same system can create hierarchical dimensions by recursively submitting each generated refinement as a topic for generation of child refinements.

We currently plan, time permitting, to apply this system to the NYT corpus for the HCIR challenge.

3. DOUBLE DIMENSION SELECTION

The basic tenet of faceted search is a query-response model, where the user reviews the result set as well as the suggested refinements, selects one, and receives the recomputed result set and a new set of refinements from the system. We question the assumption that the user may select only refinement at a time.

There are cases (such as trade-off analysis), where it is desirable to observe the interplay or correlation of several facets before making a selection. Schneiderman [6] proposes a two-dimensional histogram as an indicator of the regions where an intersection of two dimension values does contain corpus data. We propose the user interface where the main element is a two-dimensional scatter plot, which allows the user to see: (1) the distributions of two dimensions of data; (2) their possible correlation; and (3) data density. Additional interface elaborations, such as providing the details for each particular record on mouse-over, are also possible.
Note that the question of which X and Y should be used in construction of the scatter plot interface raises its own set of challenges. We suggest that a system that calculates either Pearson correlation coefficients or K-L divergence for all pairs of dimensions and suggests highly-correlated (or anti-correlated) pairs would be of interest.

This double dimension selection interface happens to share two key properties with other faceted search interfaces: (1) it provides an overview of current result set, while (2) offering ways to refine it. This duality, by the way, might be yet another assumption of faceted search interfaces that is ripe for re-consideration.

4. FUZZY SELECTIONS
Refinements tend to behave as firm restrictions on the result set: the records that do not satisfy them are not included in the refined set. In some cases, this is not the desired behavior. For example, the user might not be familiar with the data and not sure what refinements are relevant for the given search intent. We suggest that in such scenarios it might be helpful to the user to see what records are not inside the selection but are adjacent to it.

There is considerable amount of research on automatic expansion of text queries (see, for example, [2]); we, however, are concerned with the more general case of: (1) automatically expanding the result set for a broadly defined faceted search, where dimensions might be textual, numerical, or discrete, and (2) suggesting to the user those records that are located inside the expanded set but not in the original one.

We (the author along with user interface expert Blade Kotelly and software architect Maia Hansen) created a prototype that ran on top of a restaurant reviews data set. For a given query (which, in the faceted world, is an intersection of refinements), the application relaxed, one at a time, every refinement. Numerical dimensions were relaxed by considering the union of an interval immediately preceding and immediately succeeding the current selection; thus, a selection of “price: $10-$20” was substituted with “price: $5-$10 OR $20-$30”. Discrete dimensions (e.g., “cuisine: Chinese”) were replaced with their inverse (“cuisine: NOT Chinese”). If the relaxed set contained fewer results than the original, we returned them as “Also consider...” suggestions.

The experience of using such a prototype delivered a two-fold reaction. On one hand, the system suggesting a highly-rated Turkish restaurant in the same neighborhood where the user was trying to find a good Greek eatery was akin to experiencing mind-reading. On the other hand, some of the suggestions were perceived as having very little in common with the user query.

The issue of “how one can compare average entrée price with the walking distance to the nearest bus stop” still remains open. As the next step, we are considering applying K-L divergence to detect which properties are the most characteristic of the original result set (as differing from the complete set of records in the system). Then the expanded set of “penumbra” records can be filtered to select those that share such characteristic properties but might differ on less relevant ones.

5. CONCLUSION
The three assumptions listed above are meant to be neither an exhaustive list – nor even a coherent one, covering as they do preprocessing, refinement selection, and system's response to selected refinements. They are, however, intended to indicate several ways of breaking down standard assumptions and conventions of the faceted search interface. If this paper succeeds in encouraging UX researchers to “think outside the refinement box” and look for under-explored possibilities of faceted search, it will have fulfilled its intended function.
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