Optimizing kd-trees for scalable visual descriptor indexing
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Abstract

In this paper, we attempt to scale up the kd-tree indexing methods for large-scale vision applications, e.g., indexing a large number of SIFT features and other types of visual descriptors. To this end, we propose an effective approach to generate near-optimal binary space partitioning and need low time cost to access the nodes in the query stage. First, we relax the coordinate-axis-alignment constraint in partition axis selection used in conventional kd-trees, and form a partition axis with the great variance by combining a few coordinate axes in a binary manner for each node, which yields better space partitioning and requires almost the same time cost to visit internal nodes during the query stage thanks to cheap projection operations. Then, we introduce a simple but very effective scheme to guarantee the partition axis of each internal node is orthogonal to or parallel with those of its ancestors, which leads to efficient distance computation between a query point and the cell associated with each node and yields fast priority search. Compared with the conventional kd-trees, our approach takes a little more tree construction time, but obtains much better nearest neighbor search performance. Experimental results on large scale local patch indexing and image search with tiny images show that our approach outperforms the state-of-the-art kd-tree based indexing methods.

1. Introduction

Nearest neighbor (NN) search is a fundamental problem in the research communities of computational geometry [10] and machine learning [26]. It also plays an important role and has many applications in computer vision. For instance, NN search is adapted for fast matching to establish the correspondences of the local points between two images, which is required in many applications, such as wide-baseline matching for 3D modeling from photo databases [28], and panorama building [8]. Local feature-based recognition methods rely on NN search to search a huge database of patch descriptors [14]. Content-based image and video retrieval also depends on the NN search technique for fast indexing and searching on a large database.

In this paper, we study the kd-tree based indexing and searching technique and look at the specific problem of matching image descriptors for the applications of image retrieval and recognition. The (approximate) nearest neighbor (ANN) search algorithms [2, 18], based on kd-trees, have been applied to large scale indexing and searching. Generally, this type of search algorithm may not be effective, particularly in the high-dimensional case. However, it has been proved to work well [3, 18, 21, 23, 25, 27] in some computer vision applications, such as searching the similar patches with the SIFT descriptor.

The basic idea of kd-trees is to recursively partition the space into two subspaces to construct a binary tree with each internal node associated with a subspace (cell). At each internal node a partition hyperplane is generated to split the space. The common-used way to construct kd-trees finds a partition hyperplane only from coordinate axis-aligned hyperplanes, which limits the capability of partitioning the space. Thus, this leads to limited ability of indexing and searching. It is required to search more nodes to increase the probability of finding the true nearest neighbor.

Searching for the nearest neighbor with kd-trees, given a query point, requires a descent down the tree to a leaf node to obtain the first candidate. But, this first candidate may not necessarily be the nearest neighbor. Priority search, in which the cells are searched in the order of the distances from the query point, is recommended [1, 3] to first search the cells containing better candidates with larger probability. One of the keys in priority search is the cost of computing the distance of the query point from the cell for maintaining a priority queue, which is an important factor of affecting the query time.

The purpose of this paper is to scale up kd-trees, by finding the near-optimal space partitioning, which leads to searching for the true nearest neighbor with greater prob-
ability, but avoiding accessing more nodes. Our approach divides the space for each internal node by searching for a non-coordinate-axis-aligned hyperplane generated from a few coordinate axes in a binary combination way. This technique yields acceptable construction time. The big advantage is that the query time is almost the same with that of the conventional kd-tree to access the same number of leaf nodes and the query precision is better than that of the current state-of-the-art kd-trees given the same query time.

Our approach follows the below criteria to scale up the kd-trees for fast indexing and searching. First, the variance of the projections of the data points, along the partition axis, which is a direction that is perpendicular to the partition hyperplane, should be as large as possible to yield good space partitioning. Second, it should be computationally efficient to decide which child node a query point lies in for each internal node, i.e., the projection operation along the partition axis is not costly. Third, the partition hyperplane of each node should be perpendicular to or parallel with those of its ancestors in order to efficiently compute the distance of a query point from each cell to maintain the priority queue for priority search to find the nearest neighbors. Finally, we build multiple randomized kd-trees by introducing a randomized scheme to select the partition hyperplane for efficient search. We present a set of comprehensive experiments to demonstrate our approach.

2. Related work

The kd-tree, introduced in [4], aimed to generalize a binary search tree to high-dimensional data. Several variants in building a tree, including randomization in selecting the partition axis and value, were investigated. A kd-tree with a theoretic logarithmic search-time was proposed in [12]. The kd-tree has been widely applied to search in a low-dimensional space, e.g., ray tracing in computer graphics [19]. However, these algorithms with the logarithmic search time do not apply to trees of high dimension, where the search time may become almost linear.

The reason of the efficiency diminishing in high dimensional data is that searching a kd-tree usually takes a lot of time to backtrack through the tree to find the optimal solution. By limiting the amount of backtracking, the certainty of finding the true nearest neighbors is sacrificed and replaced with a probabilistic performance. Recent research has therefore aimed at increasing the probability of finding the true nearest neighbor while keeping backtracking within reasonable limits. For instance, the best-bin-first search [2] and a priority search [3] were proposed for fast approximate nearest neighbor search.

Large scale content-based image and video retrieval and local feature based object recognition have been attracting a lot of attention in the computer vision community. The kd-tree based ANN search methods were proved very successful in matching high-dimensional visual descriptors (e.g., 128-dimensional SIFT features) [18, 25]. As reported in [25], the kd-tree yields better performance than the hierarchical vocabulary tree [24] as an aid to K-means clustering. In [23], an effort was made to automatically select the fast approximate nearest neighbor search algorithm from the kd-tree and the hierarchical K-means tree. There are several recent published works [21, 27] in computer vision. [21] aimed at learning a Mahalanobis SIFT representation for fast kd-tree indexing. Principal component analysis was adopted in [27] to preprocess the data points by rotating them using the principal eigenvectors.

There are some works relevant to ours in the tree-structure based approximate nearest neighbor search algorithms, which also relax the constraint that the partition hyperplane is required to be perpendicular to a coordinate axis. The representative works were PCA kd-trees [29] and PCA for generalized trees [20]. These two methods find the partition hyperplane from the leading eigenvectors of the covariance matrix of the data points for each node, which essentially corresponds to the axis along which the projections of the data points have the greatest variance. This type of partition hyperplane selection leads to better space partitioning. However, its scalability in tree construction and particularly querying process is very weak, because the computation of the principal eigenvectors is very expensive in the case of large scale data and large scale dimension and the querying process, which requires to perform an inner product between the partition axis and the query point to decide the order to traverse the tree, is quite time-consuming. Therefore, PCA kd-tree is less applied compared with the conventional kd-tree.

There exist many other NN search algorithms. A metric tree, e.g., ball trees [22], spill trees [17], and vantage point trees [31], is a tree structure to index data in metric spaces, which exploits the properties of metric spaces, such as the triangle inequality, to make accesses to the data more efficient. More descriptions of metric trees can be found in [5], and some experimental comparisons were presented in [16]. In this paper, we focus on scaling up kd-trees and would not investigate the comparison of our approach with other metric trees. Locality sensitive hashing (LSH) [9] is another type of ANN technique that essentially performs probabilistic dimension reduction of high-dimensional data. The basic idea is to hash the input data points so that similar points are mapped to the same buckets with high probability. LSH was also applied in the computer vision applications [15, 26]. But the performance, using LSH into computer vision problems, is not as good as kd-trees [23, 27].

The tree structure based techniques have also been applied to supervised learning in machine learning, e.g., decision tree [7], and random forests [6]. These methods are not comparable with tree structure based indexing algorithms.
for unsupervised problems because they are specially for supervised problems.

3. Backgrounds

Given a set of \( n \) data points \( \mathcal{X} = \{x_1, \ldots, x_n\} \) with \( x_i \in \mathbb{R}^k \) being a \( k \)-dimensional point, the goal is to build a tree structure to index these data points so that the nearest neighbors of a query vector \( x_q \) can be fast found. Before presenting our approach, we review the backgrounds, including the conventional kd-tree and the PCA kd-tree.

**Construction** A kd-tree (\( k \)-dimensional tree) is a special case of binary space partitioning trees, which is constructed in a recursive manner. At the root, the data points are split into two halves by a partition hyperplane. Then each half is assigned to one child node, and is recursively split in the same manner to create a balanced binary tree. The leaf node may contain a single point or more than one points in different implementations. In this way, each node in the constructed kd-tree corresponds to a cell in \( \mathbb{R}^k \), bounded by a set of partition hyperplanes.

Here, a partition hyperplane is perpendicular to a partition axis and decided by a partition value. The partition axis in the conventional kd-tree is the coordinate axis with the greatest variance, and the partition value is the median of the projections of the data points along the partition axis.

**Search** To find the nearest neighbor of a query point, a top-down searching procedure is performed from the root to the leaf nodes. At each internal node, it is required to inspect which side of the partition hyperplane the query point lies in, then the associated child node is accordingly accessed. The descent down process requires \( \log_2 n \) (the height of the kd-tree) comparisons to reach a leaf node. The data point associated with the first leaf node is the first candidate for the nearest neighbor, which is not necessarily the true nearest neighbor. It must be followed by a process of backtracking, or iterative search, in which other leaf nodes are searched for better candidates. The widely used scheme with high chance to find the true nearest neighbor early is priority search based on a priority queue, in which the cells are searched in the order of their distances from the query point. The search terminates when there are no more cells within the distance defined by the best point found so far.

The nearest neighbor search in the high-dimensional case [2] may require visiting a very large number of nodes, and even the process costs linear time. Therefore, alternatively, an approximate nearest neighbor search is usually performed, through an advanced search termination scheme, e.g., after searching a specified number of nodes, or if the distance from the closest cell to the query exceeds \( \delta = d(x_p, x_q)/(1 + \epsilon) \), where \( x_q \) is the query point, \( x_p \) is the NN found so far, and \( \epsilon \) is a positive termination parameter, which guarantees that no subsequent point to be found can be closer to \( q \) than \( \delta \). In this manner, the search is guaranteed to have some certain probability to obtain the true nearest neighbor.

**PCA kd-tree** The basic idea of PCA kd-tree [29] is that the partition hyperplane at each node is found without the coordinate-axis-aligned constraint so that the variance of the projections along the corresponding partition axis is maximum. Such a partition axis can be easily obtained through performing PCA over the data points associated with each node. This way of selecting the partition hyperplanes leads to good space partition, but with high construction cost due to the costly principal component computation. On the other hand, in the query stage, the projection of a query point to the partition axis costs \( O(k) \) time, and the computation of the distance from a query point to a cell is also expensive. These drawbacks result in that in practice PCA kd-tree is not applicable for large scale and high-dimensional data.

4. Our approach

The performance of the nearest neighbor search with the kd-tree relies on the following aspects. The first aspect is how to split the space. Better space partition leads to searching fewer nodes to get good performance. The second one is the projection cost of visiting an internal node during the process of traversing the tree. The last one is how tight the lower bound of the distance of a query point from one cell is estimated and how efficient the estimation is, which determine in which order the nodes are accessed and how many leaf nodes are accessed to find the nearest neighbors. All the above depend on the partition hyperplanes.

In the conventional kd-tree, the partition hyperplane is limited to be orthogonal to the coordinate axes. This limitation results in that the space is not well partitioned and hence leads to searching more nodes to get the nearest neighbors. It should be noted that the scheme of choosing the partition hyperplanes has the benefit side since it guarantees that those hyperplanes are orthogonal to or parallel with each other and that the distance estimation of a query point from a cell is very fast. The PCA kd-tree yields better space partitioning, but suffers from the high querying cost due to expensive cost of accessing internal nodes.

Therefore, we propose a novel scheme to scale up kd-tree so that the proposed kd-tree yields better space partitioning and leads to better querying performance. We find a suboptimal binary combination of coordinate axes with great variances as the partition axis, which in some sense can be viewed as the approximation of the true axis with the greatest variance, the principal axis, but avoiding the
time-consuming computation in PCA kd-tree. Moreover, we introduce an efficient way to make sure that the partition hyperplane of each internal node is orthogonal to or parallel with those of its ancestors, which helps compute the distance of a query point from the cell with lower computational cost. Further, we extend the proposed kd-tree to multiple randomized trees to expect higher performance.

4.1. Algorithm

**Forming partition axes** We propose to use a binary combination of coordinate axes as the partition axis with a great variance in each node. Let a set of unit vectors, \( \{ \mathbf{n}_1 \cdots \mathbf{n}_k \} \), represent the \( k \) coordinate axes. A candidate partition axis in our approach can be written as \( \frac{1}{\sqrt{l}} \sum_{i=1}^{k} w_i \times \mathbf{n}_i, w_i \in \{-1, 0, 1\} \). Here \( l \) is the number of non-zero entries in the weight vector \( [w_1 \ldots w_k]^T \). The term binary means whether a coordinate axis contributes the partition axis.

Since the number of candidate partition axes has grown from \( k \) to \( (3^k - 1)/2 \), it is obvious that the probability of finding a partition axis close to one principal component would become much higher. In addition, the projection operation of any point onto such a partition axis will only take \((l - 1)\) addition operations. As we will show later, a small value for \( l \) would suffice for most nodes, thus saving a considerable amount of time over a projection on real-valued partition axes that would take \( O(k) \) multiplications.

To check all the binary combinations, it is necessary to compute the variances for each binary combination, which leads to the computation of the covariance matrix over all the dimensions. Obviously, in the high dimensional large scale cases, this computation will be too computationally expensive even for offline processing. Therefore, we introduce an approximate but effective way that only needs to compute a partial covariance matrix over a few dimensions.

We pick out the top \( d \) coordinate axes ranked by variances as dominant axes, and find a partition axis with the large variance from binary combinations of them. As a result, the covariance matrix is computed only for these \( d \) dimensions. This scheme is based on the following observations. If a binary combination has a large variance, it is very likely that the axes forming it will also have large variances. On the other hand, it is possible that a low variance axis that has very strong linear correlations with some other high variance axes does make their combination’s variance even higher. However, due to its strong linear correlations with other axes, it will not be quite helpful for partitioning the space. So leaving it out may not matter much. Consistent with this intuition, experiments have shown that \( d = 10 \) is enough when coping with visual descriptors.

To further speed up the construction, we enumerate the binary combinations using a greedy pruning scheme to discard some combinations that tend to have small variances with high probability. This scheme is performed in a sequential manner, from single coordinate axis, two-coordinate-axis combinations, to \( d \)-coordinate-axis combinations. After finishing each combination size, only the top \( d \) ranked by variance will be kept, each to be further combined with dominant axes not yet contained in it, thereby forming binary combinations of the next larger size.

This greedy pruning scheme introduces little degradation on the overall performance, but reducing the number of checked combinations from an exponential function of \( d \) to a polynomial one. We conducted an experiment of ANN searches on the trees with \( d \) set to 5 and 7, each with five random runs. The average precision loss is only 0.11% with a small variance of \( 1.44 \times 10^{-5} \). It should be noted that we have used two relatively small values for \( d \), which means that more lower ranked combinations are pruned out. Therefore, it is a strong evidence to show that the greedy pruning scheme keeps almost all the useful combinations with large variances.

**Orthogonalizing partition axes** In order to calculate the distance from a query point to a cell in the way used in the conventional kd-trees, the partition hyperplanes along any root-to-leaf path must be perpendicular to or parallel with each other. If this condition is violated in the tree construction stage, even a reasonable estimation of this distance could take considerably more computational efforts for high dimensional data, e.g., in [20], its lower bound is estimated in \( O(k) \) time for each node instead of \( O(1) \). Hence, we present a simple but effective scheme by deliberately satisfying the condition.

To do this, we keep track of which coordinate axes have been used and which ancestor node used them while building the tree. In each node, after picking out dominant axes, those already used will be replaced by their combinations that are perpendicular to or parallel with all partition axes of ancestors. These added combinations will be taken as a part in the later candidate enumerating process. After this replacement, all further combinations become safe and no combination that violates the orthogonality and parallelism condition will be generated.

In this process, for each ancestor node that has used a subset of the axes in the dominant axes list, we will need to generate combinations out of this subset that are either perpendicular to or parallel with the partition axes used by the ancestor. The inspection of orthogonality and parallelism is very cheap in our case. It is easy to check whether the partition axes, formed by the binary combination of the coordinate axes, are orthogonal or parallel. This can be conducted by computing their inner product, \( v = \sum_{i=1}^{d} w_i \mathbf{n}_i^2 \). Since \( d \), the number of the dominant coordinate axes, is small (in our experiments, it is about 10), the inner product can be reduced to be performed in a sparse operation that requires to add at most \( 2d \) integer variables. Finally, when a dom-
inant axis is used by more than one ancestors, only the intersection of the sets of combinations generated with those ancestors concerning this dominant axis is kept.

Since the variance along a partition axis will be greatly reduced after performing the partition on this axis, the chance that a coordinate axis appears in the dominant axes list will be much smaller if it is already used in an ancestor node. Even in case that most dominant axes have been used and the dominant axes list becomes quite short after the replacement procedure, we can simply rearrange the initial dominant axes list by adding a few extra lower ranked axes and perform the candidate combination enumeration again until we get enough number of candidate combinations.

4.2. Extension to multiple trees

We extend the single tree to multiple randomized kdtrees, in order to obtain the better performance. The basic idea is that the partition axis for each node is randomly selected from several candidate combinations with top great variances instead of deterministically selecting the candidate with the greatest variance. In the query stage, we also perform the searching simultaneously in the multiple trees through a shared priority queue, similarly to [27].

4.3. Complexity analysis

In this section, we will analytically compare the complexity of our modified kd-tree with the conventional ones. The analysis will also be justified by experimental results.

For building an internal node, the extra computational cost of our approach mainly lies in the calculation of the covariances, which takes \( O(n d^2) \) time with \( n \) being the number of points associated with an internal node. Additionally, enumerating binary combinations also introduces some overheads. Due to the greedy pruning scheme, however, the number of combinations checked is reduced to polynomial time cost \( O(d^3) \) rather than exponential time cost \( O(3^d) \). For orthogonality inspection, the complexity depends on both \( d \) and the depth of the node \( h \), which is logarithmic to the size of the database. Overall, these two parts of the algorithm do not affect the asymptotic time complexity of building a node and run faster than the computation of the covariances.

In the query stage, a conventional kd-tree will spend only \( O(1) \) time for both the computation of projection and query-to-cell distance in an internal node. The additional priority queue operation dominates the time complexity, \( O(\log n_{\text{queue}}) \), where \( n_{\text{queue}} \) is the number of nodes in the priority queue. Note that in approximate nearest neighbor search, \( n_{\text{queue}} \) does not directly rely on the scale of the search database, therefore can be sometimes taken as a big constant.

The only difference between our method and the conventional kd-tree is the projection operation. The projection of any query point onto a partition axis (a binary combination of axes), costs linear time with the number of non-zero weight entries, which in turn is not larger than \( d \). But due to the more time-consuming priority queue operation and the small value of \( d \), the change from \( O(1) \) to \( O(d) \) in the projection operation does not significantly affect the query efficiency. More importantly, the major dominator of the query time cost is visiting leaf nodes to compute the distances, where the two methods work identically. The cost in a leaf is \( O(k) \) in most cases. Overall, our modified kd-tree accesses internal nodes a little slower than the conventional version. Tab. 1 shows the relevant time complexities.

5. Experiment

Data sets We justify our approach mainly over the Caltech 101 data set [11], which contains about 9000 images. We do not perform the nearest neighbor search directly over the small scale images. Instead, we extract a set of local features for each image, and then integrate all the sets of local features to construct the search data base. We extract the maximally stable extremal regions (MSERs) for each image, and extract a 128-dimensional SIFT feature for each MSER. On average, there are about 400 SIFT features for each image. In this way, we get a search data base containing around 4000k SIFT feature points. In our experiment, we randomly sampled 300k points from those points to build the search data base. To formulate the query, we randomly sampled 30k points from the original data points and guaranteed that these query points do not appear in the search data base.

In addition, to avoid the bias of the single data set, we also conducted the experiments over other three popular data sets: recognition benchmark images [24], tiny images [30], and the patch data set [13]. We sampled 300k SIFT features from the recognition benchmark images for the search data base, and 10k SIFT features as the queries. The tiny image data set consists of 80 million images, introduced in [30]. The sizes of all the images in this database are \( 32 \times 32 \). Similar to [15], we use a global Gist descriptor to represent each image, which is a 384-dimensional vector describing the texture within localized grid cells. We randomly sampled 200k images from the 1.5M images downloaded from the project Web page \(^1\) to build the search database and sampled randomly another 20k as queries from the remaining images. The patch data set [13], associated with the Photo Tourism project [28], consists of local image patches of Flickr photos of various landmarks. The goal is to compute correspondences between local features across multiple images, which can then be provided to a structure-from-motion algorithm to generate 3D reconstruc-

\(^1\)http://people.csail.mit.edu/torralba/tinyimages/
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Table 1. Time complexity comparison. d is the number of dominant coordinate axes in our method and is much smaller than the number of dimensions k for visual descriptors. The theoretic time complexity of building an internal node for PCA kd-tree seems smaller than ours, but in practice the construction of PCA kd-tree is slower than ours due to its larger constant.

Figure 1. Illustrating that our approach with different numbers of coordinate axes to form the partition axis can produce good space partitioning and require less time for nearest neighbor search. (a) shows the number of accessed leaf nodes against the precision. (b) shows the query time against the precision.

Measurements criterion The goal of the experiments is to show that our approach outperforms the widely-used (the state-of-the-art) kd-tree in approximate nearest neighbor search. We also want to demonstrate how proposed schemes in our approach affect the performance. To evaluate the performance, we adopt the accuracy measurement to check whether the approximate nearest neighbor for each query is exactly the ground truth, the true nearest neighbor. In our experiments, we build the ground truth through the exhaustive linear scan.

Dominant coordinate axes selection and space partitioning evaluation We conducted an experiment to show that our approach, using a few dominant coordinate axes to form the partition axis, can actually produce good space partitioning. This is done by comparing the number of accessed leaf nodes and the time cost between our approach and the PCA kd-tree, given the same query precisions. The PCA kd-tree has been shown to produce good space partitioning with good performance, given the limitation of the number of accessed leaf nodes. Due to the high complexity of building the PCA kd-tree for high dimensional data, we carried out this comparison in a small number of data points, 1K for the search data base, and 1K for the queries.

The comparison is shown in Fig. 1(a), in which the horizontal axis corresponds to the precision and the vertical axis corresponds to the number of the accessed leaf nodes. From this figure, we can have the following observations. Considering the precision reaches 0.95 (the high precision case is meaningful for the comparison here since the data set is small), our approach, with 5, 8, 11 dominant coordinate axes used, requires to access the similar number of leaf nodes with the PCA kd-tree. This result shows that our approach using a few number of dominant coordinate axes for each internal node can still produce good space partitioning. Importantly, our approach outperforms the PCA kd-tree about the query time. In Fig. 1(b), we show the curves of the average query time (milliseconds) against the query precision, where the horizontal axis represents the precision and the vertical axis represents the query time. It can be observed that our approach requires much less time to get the similar precision. Based on the above analysis, to build the partition axis for each internal node, our approach only requires a few dominant coordinate axes and can produce high precision with little query time.

5.1. Comparison with the state-of-the-art kd-trees

We compare the performance of our approach with the widely-used kd-tree for nearest neighbor search, and demonstrate the superiority of our approach, from the perspectives of query precision and query time. We first conducted the experiments on the Caltech 101 data set.

We start the comparison by considering the single tree case. The results are shown in Fig. 2(a), in which the horizontal axis is the average query time (milliseconds), and the vertical axis is the precision. From it, we can see that our approach gets significant improvement and obtains about 8% absolute improvement. Moreover, we also perform the comparison over the data points preprocessed by rotation with PCA over the original data as [27]. The results are also shown in Fig. 2(a), from which it can be observed that they both outperform the methods without PCA as preprocessing. More importantly, our approach with PCA as preprocessing still gets 7% improvement. This is because the global principal eigenvector aligned partition axes is only helpful for the top few levels of the tree to find the
good partition axes but less helpful for the deeper nodes because principal components of their associated subsets of data could alter dramatically from the global ones, and this is exactly where the proposed method shows its power.

We also demonstrate our approach in the multiple tree cases, which is expected to increase the performance. The comparison across different numbers of trees with and without using PCA processing is shown in Fig. 2(b), in which the horizontal axis corresponds to the number of trees, and the vertical axis corresponds to the precision. To make the comparison clear, we get the performances of those approaches with the same number of accessed leaf nodes. This is reasonable because the time cost of our approach is in reality even lower as we will show later. From this figure, it can be seen that our approach consistently performs better in the multiple tree case.

Fig. 3 is a comparison of time costs (seconds) between our approach and the conventional kd-tree. Consistent with the complexity analysis, our method takes more time in building a tree and the time increases linearly with the number of dominant coordinate axes used. But the tree constructions are done offline, and the amount of extra overheads is still acceptable. For the time costs of searching the trees, our method actually takes less time for visiting the same amount of leaf nodes as shown in Fig. 4. This is because a good space partition would reduce the efforts spent in backtracking, therefore making the search procedure visit fewer internal nodes before reaching another leaf. In other words, the few extra operations for projections in our method are well compensated by better space partitions.

To avoid the bias of a single image data base, we also show the query precision under different data sets, recognition benchmark images [24], notredame [13], and tiny images [30] against the average query time (milliseconds). The results are shown in Fig. 5. We compare our approach and the conventional kd-tree under the single tree and multiple tree cases. The performance improvement over the conventional kd-tree further demonstrates that our approach outperforms the conventional kd-tree.

6. Conclusion

In this paper, we have presented a simple yet effective scheme to scale up kd-trees. We relax the coordinate-axis alignment constraint for partition hyperplane selection in the conventional kd-tree and find a partition axis with the great variance by combining a few coordinate axes in a binary manner, in order to get better space partitioning and cheaper projection operations for deciding the order of visiting the nodes on the querying stage. On the other hand, the proposed scheme guarantees that the partition hyperplane of each internal node is orthogonal to or parallel with those of its ancestors, to compute the distance from a query point to a cell quickly for efficient maintenance of the priority queue. The analysis and experiments show that our approach is better than the state-of-the-art kd-trees.
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