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ABSTRACT
Text-based image search is able to return desired images for simple queries, but has limited capabilities in finding images with additional visual requirements. As a result, an image is usually used to help describe the appearance requirements. In this demonstration, we show a similar image search system that can support the joint textual and visual query. We present an efficient and effective indexing algorithm, neighborhood graph index, which is suitable for millions of images, and use it to organize joint inverted indices to search over billions of images.
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Introduction. Commercial image search engines, e.g., Microsoft Bing image search and Google image search, are able to return relevant images for simple textual queries. To help find images with certain visual requirements, a lot of recent efforts have been made to utilize visual contents such as color sketch [3], concept sketch [6], and so on. In this demonstration, we present an efficient and effective indexing algorithm, neighborhood graph index, which is suitable for millions of images, and use it to organize joint inverted indices to search over billions of images. We justify the effectiveness by applying them to a similar image search system that supports joint textual and visual queries.

System. The snapshot of the similar image search system is shown in Figure 1. The system initially displays the images in the database and shows text-based search results after typing in a textual query. The user can click the link “similar” to find similar images in the database, referred as similar image search with an in-index query. The user can also upload an image or paste a URL that points to an image to find similar images, referred as similar image search with an out-of-index query, and in this case, the user can additionally type in a textual query to perform the search jointly using the visual and textual queries. Figures 2 and 3 show several examples of similar image search.

Technologies. The image database consists of $N$ images $\{I_n\}_{n=1}^N$, and each image $I_n$ is associated with a set of textual words $T_n = \{w_{n1}, \cdots, w_{nm}\}$. We extract three features to describe an image: GIST (a 384-dimensional vector), spatial color histogram (SCH, a 768-dimensional vector), histogram of oriented gradients (HOG, a 512-dimensional vector), which correspond to the texture, color, and shape characteristics, respectively. GIST and HOG are widely-used, and not described in detail in this demo. The spatial color histogram feature is extracted as follows. We first divide the image into $9 \times 9$ cells. For each cell, we extract a 12-dimensional color histogram by softly mapping each RGB color into 12 quantized colors. Then we transform $9 \times 9$ cells into $8 \times 8$ blocks, where each block is formed by 4 cells. At last we aggregate the histograms over 4 cells to describe each block, and concatenate the histograms over all blocks, forming a 768-dimensional feature vector. We concatenate three feature vectors together to get a single vector $f_n$ for image $I_n$.

We present an efficient and effective indexing algorithm, neighborhood graph index, and then use it to organize joint inverted indices. Neighborhood graph index is suitable for middle scale image database (e.g., 5 millions) as the neighborhood graph construction is computationally expensive. Using it to organize inverted indices can make similar image search feasible for billions of images.

The neighborhood graph is constructed by random spatial partitioning followed by neighborhood propagation [5], which is shown to get the best performance in terms of both efficiency and accuracy. To exploit the textual information, the neighborhood propagation scheme splits some edges if the images connected by one edge do not share any common
A inverted index consists of a set of inverted lists, each corresponding to a set of points, obtained through hashing, clustering, or spatial tree partitioning. The points in the same inverted list are regarded as candidate similar points. To boost the performance, multiple inverted indices are usually generated. We build multiple complementary PCA (principal component analysis) trees to create the inverted indices [2], motivated by the complementary hashing approach in [7]. Furthermore, to efficiently and effectively organize the inverted indices, we compute the centers for each inverted list, and build a neighborhood graph over the centers, then reassign each point to multiple nearby centers by the iterated local search [4], yielding an updated inverted file. Besides, the image database is also organized using the associated texts though an inverted index. In the search strategy, a query is first mapped to a leaf node in each spatial partitioning tree, or to several centers when using a neighborhood graph to update the inverted lists, and all the points in the inverted lists are collected together as candidate similar points. If the query consists of a textual component, we filter out some candidate images that are not in the inverted list corresponding to the textual query. Finally, the feature vectors of the final candidate points are used to compute the similarities with the query image.

To avoid returning the duplicate images, we propose to remove the duplicate images using a simple but effective scheme. We compute the similarities of all the candidate images with the query image, and sort them according to the similarity scores. The idea is that if the similarity scores of several images with the query images are almost the same, they are most likely to be duplicate. The images with almost the same similarity scores can be found in a linear time. Then, we can check if those images are indeed duplicate by computing the similarities, which takes square time cost but is efficient as the number is usually very small.

Experiments. We conduct experiments to check the approximate nearest neighbor (ANN) search performance with 1M GIST features being the reference database and 10K GIST features being the query database. Neighborhood graph index gets a 87% accuracy within 8 milliseconds when searching for 20 nearest neighbors, and more results can be found from [4]. When using the neighborhood graph to organize the inverted lists, which are constructed by the centers from the adaptive forward selection scheme [2], the accuracy reaches 83%.

Conclusions. In this demonstration, we show similar image search systems, which are developed using our proposed two indexing algorithms: neighborhood graph indexing and inverted indices. The former one is suitable for millions of images, e.g., vertical image search including shopping images search, and the latter one is suitable for billions of images.
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