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Abstract—Autonomous vehicles could benefit greatly from visual-motion sensors of sufficiently low cost that 10 or 20 of them could be distributed around the vehicle's periphery. Conventional arrangements with CCD cameras, framestores and computers are too expensive. A design is outlined here that builds on well-known schemes using gratings. The grating principle is illustrated by the fact that a man with a torch, walking at night behind a railing, seems to flash. The frequency of flashing is proportional to his velocity. A major drawback is that backward and forward motion are not distinguished.

The key development here is the use of commutation as a means of modulating the grating output signal. This is equivalent, in the illustration above, to simulating stroboscopic motion of the railing. Thus, when the man is stationary, there is flashing at a resting frequency. When he moves one way the frequency increases, and for motion the opposite way, frequency decreases.

Results from an analogue implementation of the visual motion transducer are presented. The current transducer measures translational motion across the grating. The design is also shown to be capable of extension to direct measurement of the divergence and curl of the flow field.

I. INTRODUCTION

THE principle of grating Transducers has been outlined in papers by Ator [3], Agar [2], Gardner [8], and more recently by Itakura [14] and Yamasaki [20], [19]. Note that the term grating is not to be taken to imply coherent optical processing, for instance using a Fourier Transform plane [10]. The gratings used are coarse graticules at spatial frequencies of several lines per millimeter.

The grating sensor differs fundamentally from those based on correlation (Franceschini et al. [7]) in that it acts directly in the spatio-temporal frequency domain. Models of visual motion measurement developed for television camera sensors have also been based on the correlation idea or variants using spatio-temporal differential operators [12]. The principles have been successfully integrated into the "silicon retina" [13] which produces an array of motion signals by analogue means. In contrast, the grating transducer is driven directly by a simple photodetector, rather than a camera, produces only one motion signal rather than an array of them and, being free of any frame synchronization requirements, can operate at far higher temporal bandwidths than a camera-based system.

The grating transducer is an analogue device giving a direct reading of velocity coded as the frequency of the output signal. In this respect it differs from the approach of Buxton and Buxton [5] which requires edge features to be detected in the output of a spatio-temporal Laplacian operator. It also differs from Heeger's [11], [1] bank of spatio-temporal Gabor filters whose outputs must then be combined into a (least-squares) estimator for the velocity of a hypothesized moving plane.

In the following section two explanations are given for the operation of the conventional grating transducer design. One explanation is algebraic, in terms of signal processing theory. The other is graphical, illustrating filtering operations in the spatio-temporal frequency domain. That sets up the computational framework for the key idea of the paper—commutation.

II. THE GRATING PRINCIPLE

A schematic diagram of the sensor is shown in Fig. 1. To explain the operation of the grating transducer, we introduce the following notation. We use \((x, t) \equiv (x, y, t)\) for spatio-temporal coordinates and their duals in the frequency domain are \((k, w) \equiv (k, l, w)\). The intensity distribution in the focal plane, just before the grating, is \(f(x, t)\)—this is simply the imaged scene, and its spatio-temporal Fourier transform is \(F(k, w)\). The grating is modeled by its transmissivity function \(g(x, t)\) and its Fourier Transform \(G\). The output signal \(s(t)\)
s(t) = \int g(x,t) f(x,t) d^2x, \quad (1)

where the integration is over the infinite x-plane.

A. Uniform Motion

In the case of uniform 2-D image-motion with velocity v, f has the special form

\[ f(x, t) = \tilde{f}(x - vt) \]

so that its spectral distribution is confined to a plane [11]:

\[ F(\mathbf{k}, \omega) = \tilde{F}(\mathbf{k}) \delta(\omega + \mathbf{k} \cdot \mathbf{v}), \]

where \( \tilde{F} \) is the spatial Fourier Transform of \( \tilde{f} \) and \( \delta \) is the Dirac delta-function.

In the normal case that the grating is static (relative to the optical system) then

\[ g(x, t) = \overline{g}(x) \]

and

\[ G(\mathbf{k}, \omega) = \overline{G}(\mathbf{k}) \delta(\omega). \]

Note that \( \overline{G} \) is simply the MTF—the spatial Transfer Function—that describes the effect of the grating within the optical system.

With these assumptions, the formula (1) simplifies to

\[ s(t) = \int \overline{g}(x) \tilde{f}(x - vt) d^2x, \quad (2) \]

which strongly resembles a spatial convolution integral. Denoting spatial convolution by * (2) can be written simply as

\[ s(t) = (\tilde{g} * \tilde{f})(-vt), \quad (3) \]

where \( \tilde{g} \) is the reflection of \( \overline{g} \) defined by

\[ \tilde{g}(x) \equiv \overline{g}(-x). \]

The corresponding relation in the frequency domain is

\[ S(\omega) = \frac{1}{2\pi} \int \overline{G}^*(\mathbf{k}) \overline{F}(\mathbf{k}) \delta(k \cdot \mathbf{v} + \omega) d^2\mathbf{k}. \quad (4) \]

This is a summed slice, orthogonal to the velocity vector \( \mathbf{v} \), through the product of signal spectrum \( \overline{F} \) and grating transfer function \( \overline{G} \) (where \( \overline{G}^* \) denotes the complex conjugate). It is simply the dual of the slicing operation that occurs in axial transmission tomography [4].

B. Infinite Grating Model

We will consider an idealized grating, one of infinite extent,\(^1\) whose MTF has the form

\[ \overline{G}(\mathbf{k}) = \sum_n c_n \delta(\mathbf{k} - n\mathbf{k}_0) \]

where \( \mathbf{k}_0 \) is the vector wavenumber (in lines/mm) of the fundamental component of the grating transmissivity function \( g \). Substituting this into the slice relation (4) we obtain

\[ S(\omega) = \frac{1}{2\pi} \sum_n c_n^* \delta(n\omega_0 - \omega) \overline{F}(n\mathbf{k}_0) \]

where

\[ \omega_0 = \mathbf{k}_0 \cdot \mathbf{v}. \quad (7) \]

Thus the signal \( s(t) \) consists of a dc component and harmonics of the fundamental frequency \( \omega_0 \). The fundamental frequency of the transducer output is therefore directly proportional to the vector component of image motion \( \mathbf{v} \) orthogonal to the grating bars.

The amplitude of the fundamental is proportional to the spectral content \( \overline{F}(\mathbf{k}_0) \) of the image signal at the corresponding spatial frequency. Provided the image signal does not have a gap in its spectrum at that point (e.g., a grey, featureless plane) a measurable fundamental should be obtained.

C. A k – \omega Space Explanation

An alternative explanation of the action of the Transducer can be given in the three-dimensional \( k – \omega \) space and this is illustrated in Fig. 2. An advantage of this explanation is that it readily extends to explain intuitively the commutation effect described below. The idea is that the Transducer output signal consists of spectral components \( S(\omega) \) that are obtained simply by superimposing \( G \) and \( \overline{F} \). The justification for this effect of truncating the grating to a finite extent is to cause a broadening of its spectral lines [10].
Fig. 3. The operation of existing designs of grating Transducer is illustrated. An Adept robot carries a CCD camera slowly (4 mm/s) across the scene in Fig. 4 and then stops. The differential grating sensor of Fig. 1 is simulated in software. Note that for a sensor with a differential grating there is no dc signal level when the sensor is moving. (Horizontal axis: camera frames, rate 25 frames/s. Vertical axis: arbitrary units.)

is as follows. From (1) and using the dual of the convolution theorem:

\[ S(\omega) = \frac{Z(0, \omega)}{8\pi^3}, \quad (8) \]

where

\[ Z(k, \omega) = G * F. \quad (9) \]

(Note that here * denotes 3-D convolution in \( \omega - k \) space.) Hence \( S(\omega) \) is computed by sliding \( G \) through a distance \( \omega \) along the vertical axis in Fig. 2 and superimposing it (i.e., multiplying and summing) onto \( F \).

Clearly, the center frequency \( \omega_0 \) of the output spectrum is proportional both to magnitude of velocity \( v \) (gradient of the \( F \)-plane) and the spatial frequency \( |k_0| \) of the grating. This is consistent with the algebraically derived relation (7) above. For simplicity, in the case illustrated, only the fundamental component of the transmissivity of the grating is shown and this produces just one spectral component (or, in practice, a narrow packet) in the output \( S(\omega) \). Including a dc component and higher harmonics would simply produce, by the superimposition process, a \emph{temporal} dc component and higher harmonics in the output. The dc component is a serious nuisance as it tends to swamp the desired fundamental. It can be attenuated however by more sophisticated “differential” grating arrangements and by high-pass filtering [8]. Fig. 3 shows a typical signal from a simulation using a differential grating. The higher harmonics are naturally less problematic because they tend to be weaker in the grating’s transfer function \( G \)—harmonics of a square wave grating, for instance, fall off in inverse proportion with frequency. Higher harmonics also tend to be weaker in the scene spectrum \( F \). For a typical fractal scene, harmonic amplitude decays with frequency at rate between \( |k|^{-1/2} \) and \( |k|^{-3/2} \) [16].

**III. LIMITATIONS OF EXISTING ANALOGUE DESIGNS**

There are two problems with the basic grating sensor.

1) It does not relay the \emph{sign} of velocity, that is one cannot distinguish, from the sensor output, between forward and backward motion. This is because sidebands occur in symmetrical pairs (6).

2) At zero velocity, the frequency of the sensor signal falls to zero, as shown in the simulation of Fig. 3. This is highly inconvenient for hardware implementation as dc amplifiers must be used and very low frequencies must be measured to operate at near-zero velocities.

The two problems above would be removed if somehow an artificial motion of the grating could be induced. In that case, the induced velocity \( v \) of the grating would add to the component \( v_0 \) of real motion to produce a fundamental frequency proportional to \( v_0 + v \). That has the effect of moving the center frequency of the system up from 0 to \( \Omega = v_0|k_0| \) which can be as high as convenient for hardware purposes. (Operating in an ac mode is a common hardware technique for circumventing low frequency noise sources.) Furthermore, the fundamental frequency is increased by forward motion and decreased by reverse motion. Now the \emph{sign} of velocity can be distinguished.

**IV. EXISTING DESIGNS FOR ARTIFICIAL MOTION OF THE GRATING**

Itakura [14] constructs a physically moving grating using Liquid Crystal Display technology. The grating is constrained to move in discrete jumps due to the finite number of liquid crystal cells. The intermittent movement of the grating causes broadening of the motion signal frequency spectrum. Broadening of the frequency spectrum increases the uncertainty in the velocity measurement, i.e., reduces accuracy.

A stationary sinusoidal grating has the form \( \cos(x) \). A laterally moving sinusoidal grating has the form \( \cos(x + vt) \), which can be expanded as:

\[ \cos(x + vt) = \cos x \cos vt - \sin x \sin vt. \quad (10) \]
generate an artificial "stroboscopic" motion in the grating plane.

achieved by using a multielement photo-sensitive array, as shown. Three signals are constructed by summing signals from elements labeled 1, 2, 3 respectively. Commutation between the three signals should, intuitively, generate an artificial "stroboscopic" motion in the grating plane.

Hence, the moving grating can be constructed from two spatial filters in quadrature and two oscillators in quadrature. Yamasaki [19] has implemented this approach, using a signal generator to weight the output of a video camera.

The next section describes the commutation idea, which leads to a simple analogue implementation.

V. STROBOSCOPIC MOTION INDUCED BY COMMUTATION

Artificial motion of the grating can be induced by subdividing the grating cycle into $M$ phases, as in Fig. 5. The sensor now generates several outputs $s_0(t), s_1(t), \ldots, s_{M-1}(t)$. In the case illustrated $M = 3$ and this is the minimum for the commutation idea to work. The combined output $s(t)$ is produced by commutation between the phases at a frequency $\Omega$:

$$s(t) = \sum_{m=0}^{M} \cos(\Omega t - 2\pi m/M)s_m(t). \quad (11)$$

It is clear that, in the absence of real motion, when $s_m(t)$ are constants, $s(t)$ is oscillatory with fundamental frequency $\Omega$. This is already promising since one of our goals is to have a nonzero fundamental frequency at zero velocity. That would be the case even in the absence of the multiplicative cosine weightings. The weightings are included to ensure correct additive behavior for sensed velocity without creating spurious higher temporal harmonics.

Simulation of the conventional grating sensor, done with a CCD camera mounted on a moving robot, was shown earlier in Fig. 3. Now the simulation is repeated for the new Transducer that employs commutation (Figs. 6 and 7). As claimed, and shown theoretically below, a signal of frequency $\Omega$ is generated when the scene is stationary. For forward motion, sidebands are generated and the frequency of the fundamental is greater than $\Omega$. For reverse motion the frequency of the fundamental falls below $\Omega$. Simulation here is for a six-phase ($M = 6$) system which means, as shown in a later analysis that the 2nd, 3rd, and 4th harmonics are suppressed. Hence the fundamental frequency shows up clearly in Fig. 6 and zero-crossing counting is more or less adequate as a means of frequency measurement.

A. The $k - \omega$ Space Explanation

The $k - \omega$ space explanation for the conventional grating sensor can be extended now for commutation. The commutation induces artificial grating motion—this is, in principle, a standard stroboscopic effect. The picture of Fig. 2 must therefore be modified. If the whole of the grating was moving, then the spatio-temporal pass-band $G$ of the grating would lie not on the $k$-plane but on an inclined plane with a gradient equal to the velocity of the induced motion. The effect of commutation is slightly different, Hamid [9] has shown that the effect of commutation is to shift the plane containing the transfer function $G$ of the grating, to the two planes $|\omega| = \Omega$. Fig. 8 shows that, using the previous superposition construction, the effect is to displace the spectrum of the output signal (on the $\omega$-axis) by $\Omega$. The frequency of the first harmonic is now $\Omega + k_0\cdot v$.

B. Commutation as a Modulation Effect

An alternative to the $k - \omega$ space view is to treat the commutation as a form of signal modulation. In the basic
sensor, the output is a series of harmonics \( \mathcal{F} \) symmetrically positioned about \( w = 0 \). The effect of commutation is to apply a frequency shift so that the harmonics become sidebands of the commutation frequency \( \Omega \). Furthermore, and most importantly, one sideband of each harmonic pair is suppressed. The remaining sideband is above or below \( \Omega \) according to whether the motion is forward or backward. We now show this.

Suppose the scene is in uniform image-motion with velocity \( v \). Then the 0th phase of the sensor output can be expressed as a Fourier series

\[
s_0(t) = \sum_n a_n \exp(\text{i} k_0 \cdot v t).
\]

Other phases are simply delayed versions of the 0th:

\[
s_m(t) = \sum_n a_n \exp(\text{i} k_0 \cdot v t) \exp(-2\pi \text{i} \text{m} n / M). \tag{13}
\]

After commutation (11) the combined signal is

\[
s(t) = \sum_{m=0}^{M} \sum_n a_n \left[ \exp(i(\Omega + n k_0 \cdot v) t - 2\pi \frac{m}{M}(n+1)) + \exp(-i(\Omega - n k_0 \cdot v) t - 2\pi \frac{m}{M}(n-1)) \right]. \tag{14}
\]

which can be expressed as

\[
s(t) = M \sum_n a_n \left[ Q \left(\frac{n+1}{M}\right) \exp(i(\Omega + n k_0 \cdot v) t) + Q \left(\frac{n-1}{M}\right) \exp(-i(\Omega - n k_0 \cdot v) t) \right] \tag{15}
\]

where

\[
Q(t) = \begin{cases} 1 & \text{if } t \text{ is an integer} \\ 0 & \text{otherwise.} \end{cases}
\]

In the case that \( n = 0 \), assuming \( M \geq 2 \), we have \( Q(1/M) = Q(-1/M) = 0 \), so there is no dc term in (15). The dc component is suppressed by the commutation scheme. For \( n \geq 0 \), the two exponential terms in (15) are the symmetrical pair of sidebands for the \( n \)th harmonic. Provided \( M \geq 3 \), at least one sideband of each pair must vanish. In the case of the fundamental \((n = 1)\), \( Q((n+1)/M) = Q(2/M) = 0 \) but \( Q((n-1)/M) = Q(0) = 1 \). Thus the sideband at frequency \( \Omega + n k_0 \cdot v \) vanishes, leaving the single sideband at frequency \( \Omega - n k_0 \cdot v \). Hence the sign of the velocity \( v \) can be detected from the frequency of the fundamental sideband.

The intuitive argument given earlier clearly fails for \( M < 3 \) because stroboscopic motion will not occur for a system with only two phases. The algebra above is consistent here: in the case \( M = 2 \), for the fundamental frequency, \( Q((n+1)/M) = Q(1) = 1 \) so both sidebands are present. Hence a two-phase system can, as expected, be used to remove dc but not to detect the sign of the velocity. Is there any point in choosing \( M > 3 \), given the extra complexity in the photodetector array and supporting electronics? In fact there is. In that case both sidebands disappear for \( 1 < n < M - 1 \). Increasing the number of phases in the grating beyond 3 causes some higher harmonics, up to the \((M - 2)\)th, to be suppressed.

VI. HARDWARE VERSION

A. Implementation

The elements of a linear photodiode array are subdivided into \( M \) phases. Any number of phases can be implemented by using the appropriate number of multiplier chips and an oscillator with the correct phase delays.

However, using four phases enables a particularly neat implementation in analogue hardware. This can be seen by
writing out (11) fully for the case $M = 4$:

$$s(t) = s_1(t) \cos \Omega t + s_2(t) \cos(\Omega t - \frac{\pi}{2}) + s_3(t) \cos(\Omega t - \pi) + s_4(t) \cos(\Omega t - \frac{3\pi}{2})$$

which reduces to:

$$s(t) = [s_1(t) - s_3(t)] \cos \Omega t + [s_2(t) - s_4(t)] \cos(\Omega t - \frac{\pi}{2}).$$  \hspace{1cm} (16)

Only one quadrature oscillator is required as shown in a schematic of the hardware in Fig. 9. The subtractions $[s_1(t) - s_3(t)]$ and $[s_2(t) - s_4(t)]$ are implemented with instrumentation amplifiers to provide a high common-mode rejection.

### B. Results

Fig. 10 shows the motion transducer signal before frequency demodulation for stationary, forward and backward motion. Fig. 11 shows the Discrete Fourier Transform of typical motion transducer signals before frequency demodulation. Fig. 13 shows the variation of output frequency of the motion transducer with relative angular velocity to a textured surface.

![Fig. 10. Typical frequency outputs from a real motion sensor. The three graphs show output voltage (units mV) against time (units s) of typical input signals to the zero-crossing counter of the velocity transducer. The top graph was recorded during backward motion, the middle graph from stasis and the bottom graph from forward motion. Note that for this figure we have deliberately slowed down the commutation frequency so that the motion-induced shifts in the frequency of the signals can be seen in the time domain. Usually the commutation frequency is much greater than the largest expected motion-shift in frequency.](image)

![Fig. 11. Power spectra of real sensor signal. Here, the commutation frequency is at 1372 Hz. The top graph is for backward motion and the bottom graph for forward motion. The square root of the power spectrum has been used to reveal more detail.](image)

Fig. 12 shows a sample of typical textured surfaces the sensor has been tested on. Fig. 14 shows the variation of the accuracy of the sensor over its velocity range. All these results were obtained using normal indoor lighting.

The signal to noise ratio (SNR) is high enough to allow frequency measurement to be performed by a zero-crossing counter. For high SNR the accuracy of the transducer is determined by the observation time and the width and shape of the frequency spectrum of the signal, see Schultheiss [18]. The width of the frequency spectrum decreases with the number of elements in the grating. Our current set up uses a photodiode array having 48 elements. A Hanning window changes the sinc shape of the frequency spectrum to a more Gaussian shape, as shown in Fig. 15, this improves the accuracy of the transducer. To mimic the effect of a Hanning window the width of the grating elements are varied, with narrower elements at the ends of the grating and wider elements toward the middle of the grating. A complete description of the design of the velocity sensor, including the compromises involved in choosing the grating structure for the best possible accuracy, can be found in [9].

### VII. DEVELOPMENTS OF THE IDEA

This last section describes how a family of transducers can be built, each of which is sensitive to one and only one component of the parallax field, the spatial derivative of the optic flow field (Koenderink and van Doorn [15]). For instance a divergence detector can be fabricated by arranging the elements of the grating in concentric circles, as in Fig. 16. A curl detector can be fabricated by arranging the elements of the grating in radial segments around a ring, also shown in Fig. 16. Mitsuhashi [17] proposed the same circular and radial gratings for the video-based sensor described by Yamasaki.
[19], although of course circles cannot be defined accurately on a CCD array in the way that they can with customized photodiodes, as we propose. More importantly, whilst any reasonable design based on concentric rings will respond to divergence, it turns out that it is much more difficult to make a detector that responds only to divergence, rejecting other flow-field and parallax field components. This works only if the signal from the circular grating is processed in a particular way, described below, and a similar result is true for radial gratings and the curl component.

Cipolla and Blake [6] point out that, as a consequence of the divergence theorem of vector calculus, the divergence of the velocity field may be approximated as a contour integral

\[ \text{div} \mathbf{v} = \frac{1}{L} \oint \mathbf{v} \cdot \mathbf{n} \, ds \]  

around a closed contour, where \( s \) is the arc-length parameter and \( L \) is the total length of the contour. Moreover, this quantity is “immune” to other components of the velocity and parallax fields, and a similar result holds for curl. If, for instance, the visual sensor were traveling toward a target, a divergence component would be generated. If also the target were moving laterally, orthogonally to the line of sight, an additional uniform component would appear in the flow-field, but would be filtered out by the contour integral above. Intuitively, uniform flow on one side of the contour is cancelled, in the integral, by flow on the opposite side. The question now is, what signal analysis process, if any, will compute the equivalent of that contour integral?
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Fig. 14. The absolute accuracy of the real sensor. Frequency was measured by a zero-crossing counter, with three different observation times, the longer the period of observation the more accurate the sensor. Note that the motion was kept uniform throughout the period of observation.

Fig. 15. Graph showing the improvement in the signal frequency spectrum by using a Hanning window. The left graph shows the Fourier transform of the grating function without a Hanning window. The right graph shows the transform of the same grating but with a Hanning window.

In our case the contour is simply a circle defined by the grating (assumed to be a thin annulus). Locally, in the interval \((s, s+ds)\), the ring-grating responds to the normal component of motion \(v(s) = v(s) \cdot n(s)\), generating a signal centred at frequency \(\omega(s) \propto v(s)\) with power \(P(\omega)\omega\). If we assume that the spectral power density of the underlying visual signal is homogeneous then the total power delivered by the interval will be proportional to its area, so that:

\[
P(\omega)\omega \propto ds.
\]

In that case the integral in (18) becomes

\[
\text{div} v \propto \int \omega(s)P(\omega)\omega\,d\omega
\]

which is simply the centroid \(\bar{\omega}\) of the power spectrum \(P(\omega)\). The conclusion is that the divergence (and similarly curl) detector will operate correctly, if an analogue circuit can be built which measures \(\bar{\omega}\). A zero-crossing counter is a sufficient device for measuring the centroid of the power spectrum of a signal with a high signal to noise ratio (SNR) and a compact power spectral density. For signals with a low SNR and a broad power spectral density, a more sophisticated frequency measuring device is required, such as a tracking filter.

VIII. CONCLUSION

The originality of this paper rests in the commutation idea. An analogue implementation has validated the principle and confirmed that a practical device can be built which is accurately linear in velocity. The motion transducer requires only inexpensive analogue circuitry. The ideas have been extended to divergence and curl detectors.
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